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1. INTROOUCTION 

It is very difficult to  reliably detect microburst wind shears with a network of anemometers 

whose spacing is comparable to that of the existing six-station LLWAS networks. By using a 
combination of the network mean (NMN) algorithm and divergence detection methods (TED) 
whose thresholds a r t  variably set to reflect the geometric voper tks of each triangulation A 
merit (triangle or edge), we have been able t o  obtain fairly high microburst detection probability 
without incurring an unacceptable false alarm ratio. Our tests indicate that a detection proba- 

bility of 80% with a false alarm ratio of 10% to  20% will be achieved by this system. Moreover, 

most false alarms occur during the t ime at the end of a microburst event when the strength 
has dropped just below the detection threshold level. ) 

Tracking a gust front across a sparse network is also confusing. One problem is that with 
the NMN algorithm there is a tendency for inverse logic to cause d8rmS to occur on the far 

side of the network, long before the event arrives. A second probkm is that  there may be 

substantial gaps in the times of arrival of the shear region at the stations, which can mum 
alarms to flicker on and off across the network. rather than appewin)rs connected sequence 

of a lms  associated with the passage of a single event. To deal with these problems, we have 

introduced the concept d adjusting the detection threholda at euh d the rtationa according 
to the level of the temporal shear (1s) at that station. Our test results indicate that this 

process has successfully dealt wi th  both of these probkms. 

The NUN algorithm is the basis for the wind shear detection. We h a w  enhanced it with the 
TED divergence estimations to improve microburst detection and by TS threshold adjustment 

to improve gust front tracking. One must -der if these conditions might be detrimental to 
the apposite tasks. Our approach to answering this question n simulation testing. First, we 
studied the case where the simulated wind field contained only microbursts. This investigation 
allowtd us to set the detection thresholds to be optimal for microburst detection (Tabk 1). 
We see that the TS docs not adversely affect the microburst detection. Then we used these 

thresholds to try to detect gust fronts. The results of this study are in Tabk 2. where we observe 

that the addition of the divergence method is not detrimental to the gust front tracking. In this 

case, we see that the TS adjustment provides a significant increase in the ability to track 8 gust 
front. Then, using the same threshold level, we tested a simulated wind field that contained 
both microbursts and gust fronts, sometimes as simultaneous events. The results. in Tabk 
3* show that the detection methods are not adversely affected by these new complications. 

Finally, we apply the methods to a file of recorded real data in which microburst events have 

been classified by meteorologists as to location and duration. In Table 4* we observe that for 

the real data the detection algorithms perform as we would expect, with a slightly diminished 

\ 
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Table 1. Microburst Test Results (Simulatd Drtr) 
METHOO THR POD FAR €POD EFAR PSS TSS QTO 

NMN 11.50 .84 .OS .M .od .89 .93 .37 
NMN-TED 11.50 .88 . lo .87 . I S  .86 .OS -40 
NMN-TS (F=1.5) 8.00 .as .os .M .10 .90 3 3  .JS 
NMN-TS-TED (1.5) 8-50 .88 .09 .86 .16 .87 .OS .16 

NMN-TS-TED (1.5)' 8.50 .88 .Ol .86 .06 .93 4 7  

1 TED" 60% .86 .09 .84 .14 .86 .83 

(Regular MB) 

(Sharp MB) 

The difference between the sharp MB and the regular MB is thrt the intedty d tho r@at 

MB decays gradually after the peak part d the event whik the harp MB v8fy f8m. 

The fact thrt the FAR drops so much for the ~ h ~ p  MB idicatos t k t  for tho ra&t Me, 
mort 06 the falae alum occur during tb decay f i r& d the MI., 

I 1  * I  s b  

TED alone has an FAR of .09. fhere fk .  the cambind methods k w  an FAR 2 .09. 
r( Therefore, we see that for both CQMN and WMU-TS"&Bbimd WrrrU haw frbr 

the same times, i.e., durins the decay pharr d the MB. 

Tabk 2. Gust Front Test R d r  (simulated data) 
METHOD THR' POD FAR EPOO EFAR" PSS TSS 
NMN 11.50 -70 .02 .so .TO .92 .n 
NMN-TED 11.50 .78 .02 .so .to .91 .n 
NMN-TS (1.5) 8.00 .90 .09 .56 .to .a .ot 
NMN-TS-TED (1.5) 8.m .90 .09 .56 .t9 .a# .O? 

I 
/ 

Use the thresholds from the MB simulation test. 

In order to obtain a smooth transition of alarms during the passage of a gust front across 
the network we have extended the alarm duration. This causes the alarms to persist beyond 

the time that the shear is near the station (because of sparse network). Cocrsqucntly, the' 
EFAR is  inflated. 
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111. R€CURSIVE FILTER FOR OATA SMOOTHING 

The purpose of data smoothing is to reduce short term random variations in the merrored 

data. We achieve this by using a single p d e  recurrive filter. one interpetation of this filter is 
that it reduces the noise level of the data by a multiplicative factor. 

A .  SPEPIF)’  METHOD 

The single pole filter used in our analyses is of the form 

k’(t) = (1 - a ) X ( t )  + aY(t  - 1) 
1 

where t > 1 and 0 < a c 1. The series Y(!) is initialized by 

Y(1) = X(1). 

6 :  > , 

B. A ~ c : o ~ ~ T ~ ~ ~ , ~ ~ ~ ~ I ~ ~ ~ . ~ T I ~  I I 

I )  Porumrtcrr 

Q - recursive filter constant, 0 < a < 1 
1 

A time series of data -$(f) 

. $) Initialix 

/) Y(1) = X(1) 

4) (fomputr For f > 1 

Y ( f )  = (1 - o ) S ( t )  + al’(t - 1) 

5 )  output 

The time series of smoothed data l . ( f ) .  
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4 )  ('ocnpcttr for I .# 1 

(MODELSINGLE STAT) [WF -TIME -S€RI€S) 

V,,(t,I) = (1 - @)v( t , i )  + /3lG(t - 1 , i )  

l f e ( t . i )  = (1 - a)tc(t,i) + aU,(t - 1,i) 

LJt , i )  = (1  - a)i,(t,i) + aV,(t - 1 , i )  

[VARIANCE - U P DATE] 

1 S)  outpui 

V. NETWORK MEAN (WS DETBCTION) 

It has been shown that co rnpar im  of current LLWAS data with the mean wind 6eM for 
the  entire n e t w k  is an rffrctive method for tho detection of dangerous wind rhrars, provided 

tha t  
\ 
/ 

1. the network mean can be stably estimated, 
2. data noise is correctly compensated, 

3. detection thresholds are appropriately set. 

The method that we shall describe uses a Chi-squared based, recursive trimming strategy 
to attain a stable estimate of the network mean wind field and i ts variance. data and model 

parameter filtering in conjunction with a Chi-squared based alarm test to compensate for 
data noise during testing Cor spatial wind shear, and detection thresholds that are varied in 
accordance with the level of TS to provide enhanced spatial wind shear detection. 
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8. A 1 A R A I T H R ES H 0 L D S T R A T E C: 1': 

-If there is modest 1s. then use the given threshold. 

-If there is weak TS, then use a higher threshold. 

-If there is strong TS. then use a lower threshold. 

C. A LGORITHAI SPE('IFICAT1ON 

I 1 Pammdrrs 

ct - recursive filter constant; 2 min. average (a=.8) 
- recursive filter constant; network mean (/,3=.8) 

7- recursive filter constant; network variance (y = .995) 
Trim-threshold = 10.0 
n2 nrin = 4.0 
Srt,alarm-thrcrhdd = 13.0 

F -,threshold adjurtment factor (F=1.5) 
lowJim = 7.0 
high-lim = 12.0 

gs 

2) lnptct 

u(t.i). v(t.i) the time series of wind field components at each of the m cummt(r active 

stations i = 1. .... m 

$) hititaliattion (for t = 1,.  . . ,lo) 
[START-UP-NMN) 

\ 
i) Time-series averaging of the wind field data at  each station with pdc a, k., find Ue(t,t) 

and Vn( I ,  i) as follows: 

[ W F -TIME S E  RES)  
f o r t = l  

UO(l , i )  = rt(1,i) 
V0(l,i) = l * ( l , i )  

f o r t > l  

U o ( i ,  i )  = aUO(t - 1. i )  + (1 - a ) u ( t , i )  
V0(t,i) = nV& - 1 , i )  + (1 - O ) P ( t ( i ) .  
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(MODEL-NMN) 
i) Time-series averaging of the wind field data at each station (Wf .TIME SERIES) 

ii) Estimate of the network mean and variance 

a) Estimate residuals of current data averages from model values for the previous time 
[RESIDUAL) 

b) Chi-squared test values for data trimming 

(TRIM] 

a P 
R t ( t , i )  Rz ( t , i )  

u-dcnom v-dcnom 
T-test( i) = + 

h 

e) Recall that rn is number of currently active stations. Trim the data from up to 

stations whose test values which exceed the trim threshold 01 the [YJ which have 

the most extreme differences in case mote than \YJ exceed t k  trim threshold; data 

from n stations remains (n 2 m - 1 t J )  
d) Compute the network mean using data from the untrimmed stations, aka the trimmed 

data set j. [REMODEL-NMN) 

e) Time-series average of the network mean 

(TS-UPDATE) 

f) Residuals for the trimmed data set j. 
(RES 10 U AL] 

g) Sample variance for the trimmed data 
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I 
The l is t  of wind shear alarms at the stations for each polling time t 

VI. DIVERGENCE BASED MICROBURST DETECTION 

The physical characteristic of a microburst that makes it an aviation hazard is the presence 
of the low level divergent wind shear. When tho event is inside of the LLWAS network and it b 
large enough to have a significant impact on more than one station, then it frequently is p & k  
to measure significant wind field divergence by numerical differentiation of the wind fkM data. 

In this case, we can confirm that there i s  a microburst present. and iuw a microbunt warning. 

Two methods of  divergence are used. Along a line between two stations, linear divergence 

is estimated. This quantity is a measure of the rate at which an aircraft would lose hadwind 

if it flew along that path; its estimate of the strength of the hazard is mort accurate wh.n thr 
center of the microburst lies near that  path, and not too near to either d the endpoints. e 
the microburst center lies well interior to + triangle of stations, then t best estimate d the 

quantity is numerically , d e  the mrgnkude d the, t)noretical liner divergence for symmetric 

microbursts . I 

The accuracy of the divergence estimates n b n d e n t  on the rite d the edge 01 triangle 

in which the estimate is made. the proximity of-the microbunt center to the c e n t r  of the 
geometric element. and the shape of the element. when it is a triangle. Therefore, the detection 
threshold must be set differently for each ekmen4- of a triangulation d the LLWAS network. 
A table of these elements is computed separately, and is entered as part of the TED program. 

Roughly speaking, these thresholds are set so ;hat a microburst will be detectod when ha 
center is located in the central portion of the element, for about a lum 60% of the YIU of that 

element. This rather low percentage is necessary to avoid false alums, and will be higher for 
the advanced, denser LLWAS networks. 

We note that for these sparse networks, the microburst identification probability is rignifi- 
cantly lower than the wind shear detection capability. This is due to the fact that with the large 

distances between stations, it wi l l  rather frequently happen that a microburst will impact one 
station, but not two. In this case, we can expect t o  obtain a wind shear i l a rm at that Statim, 

but not a confirming microburst identification. On the other hand, even with the rather high 
thresholds, there are microbursts that are detected by wind field divergence before there are 

any station alarms. 

1 A *  T H E  
& 

strength of the frarard isjobtainqd 9 es t i ,ma t iw tk  I *  2 - d i ~ n s i o a a l  J field dikgence. This 
'- t ! 

L . L  " 

? 

\ 
1 

B. A L G O R I T H M  SPECIFICATION 

14 



d) For each triangle. compute the 2-dimnrionrl divergence 

tri-div(ni) = u.(m) + ur(rn) 

4. Aficmburrt rlarmr + 
at edge m 
at triangle nr 

if edse-dir(m) > t&m) 
if tri,div(mj' > ttri(ni) 

5. Otr tp t  
' List of microburst rlrrmr at the t r i a r y h  and edges for each pdling time 
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-LLWAS Alaorithm. 

The enhanced LLWAS algorithm generates two different kinds of alarms: the network mean (NMN) and the 
microburst alarms. These alarms are combined into *sectof alarms. Sectors are areas of importance that 
contain one or more remote wind units. 

The network mean (NMN) alaortthm. 

The NMN part of the enhanced LLWAS algorithm is a refinement of the orlginal LLWAS algorithm. Again there is 
a reference wind vector and the wind speed at each position is compared against that reference. 

Six remote wind units are used. All the wind units, including the centerfiekl, sample the wind speed once per 
second and calculate the 30 second running averages of the u and v wind components. Ths data of all statlons 
are further smoothed by a numeric recursive filter. For the ith station, the smoothed data will be u, and v,. 

The reference is the network mean (NMN) whlch is defined the average d the smoothed wlnd data of all stations 
with the exception of those whose data differ more than a certain t h r e w .  A chi-squared type of test is used 
to determine which data will be rejected: 

[ u , ( t )  -. U ( t - l ) ] '  [ V , ( t )  - W t - l ) ] '  b .-..---.--...---.. + > t r i m  threshold 
a' u(t-1) u2 v(t-1) 

where U(t-1) and V(t-1) are the U and V components of the previous NMN. uJ-1) and u,(t-1) are the previous 
standard deviations for the network. 

rejection test the three that dtffer the most will be excluded. Using the trimmed data, the new network mean U 
and V components and the corresponding standard deviations will be computed. 

Using the network mean as a reference, the smoothed data from all statlons (Including the CenterLleM) are 
compared in order to generate the alarms. A chi-squared type of test is employed: 

Up to three statbr~~ will be rejected from the NMN using the above criterion. I t more than three stations fulfill the 

[ U l ( t )  - U ( t )  1' [ ( v , ( t ) - V ( t ) ] '  

o'dt) Q'" (t) 
-------..------- + .----o-----..-- > ala- thrashold 

The 30 second running averages are used to calculate a measure of the temporal shear at eech location. The 
temporal shear adjusts the alarm threshold for the location, making the alarm generation more senshhre at hlgh 
temporal shear values. 

Microburst Detection. 

The six remote wind units are used in the microburst detection algorithm. The 30 second running averages of 
the wind data are further smoothed by a numerlc recursive filter. 

To detect a microburst, the divergence of the wind field is calculated. Two methods of divergence calculatlon is 
employed: a one dimensional calculation along the line that connects two statlons (edge), and a two dimensional 
calculation over a triangle defined by three stations. 

The condition for an edge alarm between station I and station j is: 

(v, - v,) r/l > edge threshold 
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where v, and v, are the wind vectors measured at locations i and j; r is the unlt vector along the direction (iJ) and 
I is the length of the edge ij. 

f 
The condition for an alarm in a trlangle formed by the i, j and k stations is: 1 

where: 

2-9 


