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pomssble. This ir ilnne by autoineting systrins und by establishing stantlard pi- 
cdures and checklists to cnver aiiticipated fai1un.s or emergencies (Billings, 1901 : 
Wiener, 1988). I lowever, poor drcisions may occur w v n  wlrw sitwitinns i ~ r e  

fairly straightforwanl because nf the presrnce nf wmditiinis that incrraw risk, 
often weatlier and/or heavy air traffic. In other cases, siinlrle prnk)leins cascade or 
interact, precluding “by-the-bonk” solutions. In still rarrr cusrs, compli:ti:ly iin- 
foreser:n catastrophic p ro lhns  arise, like the IOSS of all hyclrunlic. systrrns tlue to 

IIII engine nxplosion (NISI%, 1990: see the i’hal)ti*r by Kaytcn). Given thc inipos- 
sibility of designing emr-proof or fully automatcd systerr~s that can cope with any 
emergency, the only way to rnaintnin or increase safety is to train crews to make 
the best decisions possihk nnder difficult circumstances. ‘The questinn is how tn do 
that. What skills should be trained and how shcruld tlicy h traint-ill 

The short answer to these questions is the Lillowing: crew drc:ision-making 
is not one thing. Crews make many different kinds of drxisions, hut all involve 
situation assessment, choice among alternatives, iind assessn~ent of risk. I lowever, 
the decisions differ in the cligm to which thry i-dl on difl’crent types of cnpiitive 
pmsses. A decision to alwrt B take-off requires diffcwnt clecision pmcesws f m n  
chonsing an alternate aiqwrt for lending with a system failure or determining the 
cause of a master caution warning light. The nature of the ~RMISCS involved in H 

decision dtspends on the structure of the decision task and the conditions sur- 
rounding it. How familiar is the problem? Is a mponse prescribed or must it be 
generated? How many nptions are readily available? tiow clear is the nature of 
the problem? Is time limited? Given the variety of tlrrisinns that h re made 
routinely in the cockpit, no single apprnach can be prescribed for training crews in 
decision-making skills. No silver bullet exists to make crews Iwtter decision- 
niakeffi. 

The long answer to the above questions is addressed in the five issues that 
follow. Brief sketches of the topics to Ire discussed under each are provided h h w  
and elaborated in the remainder of this chapter. 

.) &fiat ir d p i t  &&ion-muking? Six different types of derisions are made by 
crews in the cpckpit (Cf. Hasmuwn, 1983). 

1. Rule-basetl decisbris (condition-action rules): (a) p-no go decisions i d  

(b) rccagtiition-prinied clecisions 
2. Knowledgebased ilecisiiii~s (well-(Mined problems) : (a) option selectkm 

decisions and (b) scheduling decisions 
3. Knowledge-based decisions (ill-defined problems): (a) pmcahiral inan- 

agernent and (b) creative problem-solving 

Thew six types of dt:cisinns impme diffrrrnt processing demands on thr clccision- 
maker atid imply differrnt types of training. 

c) How can we mgnize  g o d  decisions in die corkpit.? 
1. Cood cockpit decisions suppa effective task performance (judged by sore- 

*. 
‘ L * m o y o * * u ~ ~ r w . . c  , & - -  ,_l r , 

139 

ry, rflicienry, and efft:ctiveiieus). Consequetidy, cockpit criteria are not the 
siiinc t is lalwratory criteria, whtw Icrgic:ul cunsistency and optiinality pre- 
vuil. 

4. Chckpit drrision criteria include cogiitive econoniy (least mental efhrt), 
working within tirue limits, and ctinstruint satisfaction. 

3. Fornial norniative derision mndrls do not fit conditions in the cockpit, 
which are dynamic, rrmtive, actinn-orieiitrd, and tinio-pressured. 

4. Cockpit decisions are heuristic. Grniinded in expert knowledge and experi- 
entx:. heuristics work most of the time. They are shortcuts that reduce the 
mental work involved in making decisions and yield decisions that are g c d  
enough rather than optiinal. Exprtise contributca to rapid situation assess- 
ment, retrieval of candidate solutions, and 6widanc.c: based on past expri-  
enre. Expertise does not, however, insulate crews from had decisions. It 
may lead to rigid expectations, biases, overcnnfidence, and greater risk- 
tit king. 

5 lkrision-muking in h e  Ccnkph 

r) flow does crew hision-making d#rr fmm indiuiduul decision-making? 
1. Crew drxision-making is managed decision-making. The captain has re- 

sponsihility for making the decisions but is supported by input from the 
crew, both in the cockpit and on the ground (air traffic control, dispatch, 
maintenance) . 

2. Crews may do better than individuals: (a) Multiple eyes, cam, hands, and 
minds increase availtlble cognitive capacity, i n m i n g  the potential for 
hetter decisions. (b)  Crews can consider a larger picture, contribute more 
viewpoints, offer multiple options, use more information, share workload, 
critique proposals, and avoid traps. 

3. Crew niuy do worse than indivicluals: (a) Through poor communication, 
crews may not share an understanding of the problem or how to go about 
solving it; they may not understand the captain’s intentions. (b) Errors can 
prnpagate through the crew, while increasing their collective confidence in 
their correctness. (c) Crewmembers may abdicate responsibility, leaving 
work to othen, or can perfnrm poorly due to interpemnal conflicts. 

r+ Illicit ingrrciietih contribute IO effitiw crcul clecision-making? 
1. Situation awareness: Crews are alert to developing situations, sensitive to 

cues, and awan: of their implicnticrns. 
2. Pliuifiilness: Crews wnrk out plans and strategies for reaching their goals, 

prepare for Lvntingrncies, fibwre out what infoonnation diey need, and 
evaluate their prc)gress. 

3. Shared mcntal mtdcls: Crews communicate efficiently to create a shared 
big picture: What’s the problem? What are we going to do about it? Who 
does what? Through s h a d  models crews utilize all available resources, 



140 /u&h M.  MU 

make sure that they’re’ all solving the same problem, and assure cmdina- 
tion. 

4. Resource managetnent: Resources are used efficiently and explicilly. Crews 
set priorities, schedule tasks, allocate nsponsibilities, and build in thinking 
time, espccidly for the captain. 

?Iw above four ingredients do not in themselves constitute decision-making. but 
create a context within which effective decisions can be made. 

I) Implicutiomfir truining: What skills should be troined und how? 
1. What to train? (a) Situation assessment: t J a s e d  on considerable pattern 

recognition practice and development of models of the systems and tasks in 
the cockpit. (b)  Risk assessment: “ p i z i n g  risk factors associated with 
various mdunctiom and situations. (c) Planning: strate&ing, anticipating 
future events and outcomes of actions, critiquing plans. (d) Resource man- 
agement: prioritizing tasks, estimating time requirements, scheduling, al- 
bating responsibilities. (e) Communicating: Building sham1 models for 
the problems through explicit communication about goals, plans, strategies, 
expectations, and reasons. (f) Specialized skills should be. trained to meet 
the specific demands of each of the six decision types. 

2. tiow to train? Train crews under time-pressured high workload conditions 
rppmntative of those under which they will be expected to make difficult 
decisionS. 

._ 

WHAT IS COCKPIT DECISION-MMfNG? .) 

Cockpit decision-making is many things, but all types of decisions have at 
kast three elements in common: choice among options, situation assessment, and 
risk aswssment. First, by definition, all decisions involve choice among alter- 
natives. However, the nature of the choice depends on task conditions. Some 
decisions do not appear to be choices because only one option is considered (e.g., 
deciding to descend to a lower altitude~following loss of cabin pressure). Scinttr- 

times the choice is to stop doig something already in p r o p s  (e.g., ahorting a 
take-off or landing). In still other cases, the manner in which an action is 
performed must be determined (e,g., deciding on a cruise speed when the landing 
gear will not retract). And finally, the choice may be almut the sequenoe and 
timing of a set of actions, all of which must be accomplished in a limited time 
period (e.g., manually lowering lunding gear and extending flaps following a 
hydraulic failure). These various types of choices are consided in this chapter. 
No one type is more important than any other. However, very different kinds of 
cognitive work ntust be done for each of them, as is desaihed shortly. Further- 
more, differenma in requisite cognitive processes mean thut each will be vulnerable 

5 Decirion-makirig iri die Cudpit 141 

to disruption or increases in bficulty from different sources. Likewise, each 
requires a s p l i c  focus in training. 

Prior to niaking a choice among options, however, the namre of the 
prolrleni niust be accurately assessed. Whereas the choice asp”  of decision- 
making has becn the focus of most laboratory research, decision-making in 
naturalistic situations requires people first to recognize that a problem exists that 
inuy require a decision, and then to define the nature of the problem. Based on his 
observations of decision-making by fire fighters and tank commanders, Klein and 
his collcap~es (Brezovic, Klein, &C Thordsen, 1987; Calderwood, Crandall, & 
Klein, 1987) have concluded that the biggest difference between experts and 
noviix!s was in thcir ability to evaluate the situation rather than in their ability to 
choose among options. 

Third, all cockpit decisions involve risk assessment, whether it is explicit or 
not. Safety is the overriding concern behind every decision, but other values on 
arasion are pitted against safety considerations. These frequently are subtle 
pressures resulting from organizational policies and goals. For example, amrding 
to a NASA Aviation Safety Reporting System report (ASHS, 199l), one pilot 
described pressure from the company ground agent after an hour’s delay at die 
gate to depart with an inconipletely locked forward cargo door. The agent justified 
it by saying, “We rekm p b e s  like this all the time.” Certain decisions are 
programmed as responses to specific conditions to eliminate. the need for the crew 
to assess risk and make a decision, especially in time-critical situations. Some of 
these are trigers to abort take-offs or landings. But in many cases, borders blur 
and gray a m s  emerge in which the captain’s assessment of the ~ ~ i d i ~ n s -  
visibility, runway conditions, the aircraft, and his own skill-determines the 
choice of action. Judging hy confidential reports to ASKS, pilots are often quite 
conscious of the trade-offs involved in their decisions. For example, one pilot 
reported that, following a loss of cabin pressure, he descended to a lower altitude 
and continutd to the original destination. He noted that this decision was not BS 

amservative as landing immediately, but since no passenger injuries were evident, 
he felt the passengers’ cunvenience would be served better by continuing to the 
tlestination than by diverting. 

Ik*yond these three common elements of situation assessment, choice, and 
risk assessnient, the types of decision problems in the cockpit differ in their 
underlying structure, tinie parameters, and information characteristics. They re- 
quire c1iff1:rent kinds of itiental work and consequently are susceptible to different 
types or failures. Six different types of decisions have been identified. lhese are 
illustrated in the double boxes in Figure 5.1..This figure shows the relationships 
uniong the differet~t tY1M:S of decisions, based on probltmi definition, information, 
and option availability. I t  is not u flowchurt of hurnan information processing, but 
a clepiction of decision categori~s. These six categories diffex in the degree to which 
hey call on cogriitive components, such as cue or situation interpretation, problem 
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Fyrre 5.1 Taxottomy of deeision types 

structuring, option generation, option assessment, pmbubility estimation, con- 
straint satisfadion, priority setting, time estimation, causal msoning (di%wosis), 
risk assessment, planning, forward reasoning, and information integration. This 
figure will be discussed from top to bottom, left to right. 

While various types of decisions ran br distingnished for analytical pur- 
-, in practice MY given flight situation may require use of several different 
decision strategies. Making one decision or taking the prescribed a&on may 
present a new set of conditions q u i r i n g  a different type of decision. To an 
observer, these may appear as a smooth flow of action, although decisions are 
hidden behind the actions. 

Well-defined versus Ill-defined Problems 

Most cockpit decisions are trimered by conditions falling ontside normal 
ranges. A light flashes, an indicator drops to the yellow or red range, a stranff 
vibration is felt. Some of these cues are unanibiguous in the context and in  the 
phase of Hight in which they occur. Any pilot experienced in flying that plane 
would interpret certain cues to mean the sume thing. Many instrument readinp 
fall into this category. The displays of newer planes ("glass cockpits") am evrn 
moie explicit in telling the crew what they mean. When the problem is clear from 
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the ilispltly or cue configuration, the crew does not need to expend energy trying to 
discwti what it is. We refer to these as well-defined problems. But sometimes 
displays do not unambiguously indicate the nature of the pmblem. Then the crew 
must engage in diagnostic efforts to ligurc out what triggered the signal or cue. 
How 1ht.y do thii depends on the natnre of the specific signal-whether a check- 
list exists for addressing that particular problem or whether the crew literally has 
to fly hy the seat of its pants to determine the underlying cause of the signal. This 
second category is what we mean by ill-detined pnblenis. The highest branch of 
the taxonomy in Figure 5.1 distinguishes between well-defined and ill-defined 
problems. Well-defined problems will be described first. 

Single versus Muldiple Response o p h ~ ~  

Given that the nature of the pmblem is clear, decision tasks differ in the 
information available about response options. Certain cue sets offer or require just 
a single response, while in other case, multiple response options are immediately 
availdile or required. Single-response situations in the cockpit appear to fit what 
Hasinussen (1983, 1993) has called rule-based decisions, while multiple-response 
problems invoke knowledge-based reasoning. Single-option cases can be defined 
BS condition-action pairs and are perhaps the simplest decisions because they 
require the least cognitive work. When multiple options are immediately available, 
as when choosing an alternate airport, choim is involved and additional cognitive 
work is usually required to select one option from among the set. 

Rule-based Dau'sions 

In rule-based decisions, the primary decision is whether circumstances 
meet the conditions for a pre-set response. Condition-action rules specify that a 
particular action should he taken when a certain stimulus condition exists. Little 
msoning or deciding about the nature of the response is required. Most effort 
focuses on whether circumstances fit a specified pattern. Two different types of 
nile-based decisions can be distinguished. I n  the first case the response is antia- 
p t e d  or alrrady in process and a stimulus condition arises that triggers a decision 
IO terminate that response. Thclie tend to be decisions to reject take-offs or to go 
aruund on an approach. 'This type of decision is called agdno-go decision. In the 
second type of rule-based decision, the appmpriate response must be generated by 
the decision-maker. It is not already in process but must be generated, evaluated 
and inipleniented. These decisions are referred to as reoognition-primed decisions 
(Klein, 1989, 1993). 

1. &/no-go decisions. In go/no-go decisions, an action is in pfogress, a 
pattern is recognized that signals danger, and the response is pre-set: stop the 
action. The cognitive work that must be done is essentially perceptual and in- 

.. , '- - ,*) 
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tevretive. The crew milst recognize a stiniulus configuratiun as a signul to initiate 
the designated “Stop” wsponse. No choice of I Y S ~ I I I S ~  type is recluird. However, 
the stimulus conditions that elicit this wsponse inuy wtinally Ix qnite tliverw. For 
example, ASHS reymrts of rejected take-offs irrclude as triggers explosive? vnginc. 
failum, cargo door lights, runway traffic, umprcwor stalls, and overliwt lights 
(also see Chamberlin, 1991). Likewise, m i d  approaches, which tmrisist of a 
decision to terminate a descent to landing, were most often triggenxl by inability to 
sec the runway at didsicin height but were also triggwred by traffic (air or gruuad), 
autopilot disengagetnent, and unstalde approaches (e.g., off glide slope). Decisions 
of this type involve risk assessment, particularly when p u d  speed or altitude aTe 
near a decision threshold. Certain wnditions, like a wet N I I W ~ Y  or system Inalfunc- 
tions resillting in poor braking, will complicate the decision and may shift it across 
the threshold. Decisions iii this category are in general the most time-critical 1M:ause 
of the severe consequences of mistakes. As a result, this is the type of decision that i s  
most p d u r a l i z e c l .  Companies want their crews to act quickly and think as little 
as necessary in these conditions. However, given the need to assess the risks and 
interpret conditions that may be changing rapidly, this type of response must clearly 
be defined as a decision. 

2. Rmgnition-primed &isiom. The seeond category of rule-based deci- 
sions is what Klein ( 1989, 1993) has called recognition-primed decisions (HPDs). 
Like go/no-go decisions, these also involve condition-action pairings. The crew 
first interpret9 the cue configuration as a part~cular type and then genekites an 
appropriate response. The response is not ongoing, as it is in the go/no-go case. 
According to Klein’s research, once the situation has been properly usspssed, 
responses are retrieved on the basis of their past success. In airline cockpits, 
however, these responses are often prescribed as standard pcedures .  For exam- 
ple, following loss of cabin pressure, the response is to clmnd to a lower altitude. 
Or when the terminal collision avoidance system (TCAS) indicates traffic, the 
mew attempt9 to locate the traffic visually, using their TCAS screen as an aid. 
These two casea require rapid responses. Not all responses in this category are as 
time-sensitive, but many are. For example, in the case of a fuel leak, the crew 
must calculate the fuel remaining, the rate of loss, and how long they can continue 
flying; identify the closest appropriate airport; aticl perhups declare an emergenry. 
These tasks must be. handled expeditiously, but not in the same time frame as 
collision avoidance. 

The cognitive work that must be done in recognition-primed clrcisions 
includes situation recognition, response generation, and response evaluation. He- 
sponse evaluation involves simulating the consequences of taking die clrndidiite 
action and determining whether the rffipnse will sntisfy the crew’s goals. If  so, the 
action is acrepted. If not, another option is generated and evaluated, or the 
situation definition is reassessed. Risk assessnient is involved in the response 
evaluation. 

~ 
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111~ next major m t e p y  of tlccisions includrs those that are made when the 
sitircition is clearly defined and niultiple reslx”w options are available or requid. 
In otic case multiple options are present and the pilot must choose one (opthion 
srdedon tlecisions). In tho other case inultiple options are present and all must be 
actxmiplished widiin a limited time frame (resoume manugement decisions). The 
t i s t  type are true clioicm and niap most clusely onto our everyday notion of 
rlrcision-milking. The sewnd type are usually srheduling decisions and involve 
msonrw allnation and management. Buth are cascs of knowledge-based reason- 
ing (Hasntussen, 1983). 

1. Option seldion decisions. On occasion the crew must select one option 
from among a set of alternatives, meeting certain constraints active in the situa- 
tion. Cncckpit selection decisions often involve selextion of an alternate landing site. 
Ilw miiditions demanding such a decision may tm bad weather at die original 
destination or an in-flight problem that requires a diversion. Alternates are pre- 
scribed in the flight plan if weather conditions are bad or deteriorating at the 
original destination and may be needed in the case of a missed approach. For 
discussion puqmes, I deal here with weather-induced diversions. The choice 
&vision pmccss is triggered when the pilot first dwides that the original destina- 
tion inuy not be suitable for landing (a no-go decision). The decision to abott the 
landing should generate the alternate, a mgnition-primed decision. Conse- 
quences of going to the alternate are considered, and if no reason is found to reject 
it, that option will be accepted and the decision is dune. 

However, if situational factors prevent a clran decision, conditions such as 
bad wenther at the alternate or an aircraft system malfunction that creates special 
requirenients, such as a long, dry runway, emergency or medical equipment, 
Category II instrument landing systems, and so on, then the choice process is 
opened up. Malfunctions during flight also may require a search for an appropri- 
ate airport. The first step in the choice process is to generate. a set of options that 
incf:t a minimum criterion, such as finding niryorts within fuel range. Usually 
weather conditions are wnsidertd next. Tlieii die options are evaluated in terms of 
specific nquircments, such as runway length, approach path, equipment avail- 
able, familiarity to the crew, or mclintenanw capability. The actual strategies used 
by crpws to select an alternate vary, but observations to date (Klein, 1993; 
Orasam, 1YYO) suggest that they do not correspond to a full analytid procedure, 
surh as u multi-attrihute utility analysis (Edwards & Newmau, 1982). A full 
analysis would involve evaluation of each optionin terms of every variable relevant 
IO the decision (e.g., weather, fucl conuuinption, runway lengtli, airport fac 
and a niatheniatical forniula would be used to wnihine all the information to yield 
h e  optimal choice. In fact, crews a p i m r  to make dmisions in the most em- 
nomical way, taking shortcuts in this process. They work toward a suitable 

.L .  
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decision in the shortest timr, investing the least possible cognitive work. Options 
are often eliminated on the basis of one fatun:, such as weather, and UT(: out of 
die running thereafter, unless no suitutde alternate can be found and the Iirmss 
niust be reopened. This pruning may leave only one acceptihle nption, which is 
chosen. (‘rliis is essentially an elimination by aspects strategy, Tversky, 1972.) 
However, if a few candidates are uvailable, usually only two or three, one is 
chosen to match the constraints of the circunistunce and the crew’s preferences. 
Llsually the most safety-&tical constraint prevails; however, organizutional policy 
also plays an importent role here. The crew rnay try to choose an altemate that 
has a company maintenance facility or whem replacenlent planes will be available 
for passengers to continue their flight. For example, in an ASKS report, a crew 
mprted losing a tire during take off. Subsequently, the captain lost his heading 
information display and the first officer lost his attitude indicator. These problems 
were rectified after level-off and the crew decided to head for a company mainte- 
nance facility. However, as they climbrd tn flight level (FL) 180, cabin pressure 
went out of control, and they ultimately decided to retum to their departure 
airport. 

Decision difficulties arise when goals conflict or when no good choim is 
availahle. For example, the assigned or m a t  desirable altemate might be satisfac- 
tory when thhr plane takes off, but the weather may deteriorate rapidly and may 
be below minimums by the time the flight arrives. The second-choice alternate 
may have deur weather, brit it may be more distant, straining fuel resources. All 
options BIC evaluated in term5 nf their level of risk, but sometimes no low-risk 
option is availlhle. Then risk must be played off against what will be gained in 
each ease, factoring in the crew’s level of confidence that they can follow through 
with the choice. In these cases, “what if?” reasoning may be needed. ‘fhe crew 
needs to think ahout what might happen down the line. They am in a dynamic 
state: Their equipment may be changing over time (e.g., a fuel leak or a conse- 
quent system problem may develop with some probability), the weather is chung- 
ing over time, and their location is  changing over time. 

Unfortunately, the scientific literature is quite barren with mpect to guid- 
ance ahout how to make dwisions under such circumstances. Obviously, many 
factors need to be taken into consitleration, and the crew need to use all the 
knowledge and experience they possess collectively. Certain rules of thumb hawe 
been shown to be effective in time-pressumd complex derision situations. l’lase 
stratcgics may include eliininatiou Iiy aspects (&mild atwve, Tvcrsk y, 1972) or 
satisficing (Simon, 19%). Satisficing ineai is  stopping the search for an option as 
won as the lirst acceptable opticm is found (rather than thomughly evaluating all 
options to c l m  the best). Doing a full analysis of all options in a complex 
situation takt-s considcrable time, which ofttn is not available during flight. 

2. Revoum munagement. The second type of dwisinn involving imiltiplr 
options is the scheduling or resource managcinent prublcm. ‘Iliest: are situations in 
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which several time-consuniing tasks must be performed during a limited time 
frame. Tasks may include cliagnosis of a system malfunction using checklists, 
radio communicution wid1 dispatch or ground controllers to evaluate alternates, 
and manual efforts, such as lowering gear or flap. A decision has already been 
made that each of these individual tasks must be done. The issue is how to 
coordinute them, that is, how to ammplish them all BO that their products are 
avuilable when t h y  are nmded. 

‘171~ qmitive work that must be done for this type of decision includes 
estal)lisliing priorities among the various tasks, assessing availahle resources, both 
equipment and human (in the cockpit and on the ground), estimating the amount 
of time available and the amount that will be consumed performing the various 
tasks, and developing a plan that integrates goals with m u m ,  taking into 
account relevant constraints. Th is  type of activity is considered derision-making 
because choices am made ahout what to do, who will do what tasks, and when 
they will be done. More properly, it should be called a complex of decisions that 
constitute a plan. Others call this a scheduling task (Moray, Dessouky, Kijowski, 
h Adapathya, 1991). 

Perhaps most critical to this type of decision is priority setting. Certain 
actions must be ammplished within the time frame, such as extending the 
landing gear. Other m k s  may be less critical. Diagnosiing a problem may be 
desiralde for safety reasons, but fixing the pmhleni during flight may not be 
possible, so this task may be given lower priority. Plans need to be flexible. Certain 
actions may uncover other difficulties that require attention or may take longer 
than expcc~ed. Or air traffic delays may disturb the plan. Plan execution must be 
monitored for progress and revised as necessary to meet changing conditions. If  it 
lnoks like everything will not be done in time (e.g., prior to landing), the captain 
may need to request vectors that will give him more time to complete tasks that 
must be done, or less cr i t id  tasks may be eliminated altogether. 

Ill-defined Problems 

The otter two t y p  of decisions hardly look like decisions at all. They 
msist  of ill-&fined prothns thut may or crmy not be clarified in the proms of 
dealing with  then^. Ill-dclined prubleins are ones nsulting from ambiguous cues 
dial make it impossible (initially) to sciy what the problem is that needs fixing. No 
niatch can be made to the condition side of a condition-action rule to triger a 
RS~I) I ISC.  Two strategies niay be u x d  to cope with [his type of situation: niantlge 
rhe situation as tlioiigli it is an enwrgency without clearly defining the problem, or 
diapiose and dcfint: the problem, and then work out a solution. The second type  
is niore complex h:causc: no presrrilmj ~ ~ r o c ~ l i ~ r r s  exist lbr wiving the problem. 
In addition, because of the ambiguity of the conditions, no single correct or k t  
dution exists. 
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pmpriateness of normative criteria, ~ ~ W X S S  criteria niight b i  cansidi:rtxl insterid. 
That is, deckion quality inay be judged by asking how the decision wab rnnde. 
Actudly, two questions are einbedded in this one. The tirst u ~ n c e r n s  how deci- 
s i n s  are made in dynamic natural environmelits. The stmnd concems how crews 
eolltllwrate in niaking decisions (as o p p d  to individuals). I return to these 
qtmtions in the next section. 

A sizable literature shows unaided human clecision-making in f w ”  lalw- 
ratory tasks to be rionoptimal and to violate logical principles, compuwd to 
normative s ~ ~ ~ & r d s  (Kalineman, Slovic, & Tversky, 1082). Instead, peuple tend 
to use heuristic strategies, or mental shortcuts. Optimdity requires that all avail- 
able information be factored into the decision, but heuristics ignores sonle infor- 
mation. Options are paml down and the problem is simplified to redoce the 
information-prucessing load. I leuristic strategies yield adequate but not optinid 
decisions. In Smon’s (19%) term, people ofkn “satislice,” settling for the lirst 
choice found to be amptahle. Many people concerned with decision-lnakilig 
want to stamp out heuristics as defective fonns of reasoning. Yet then, * is little 
evidence that they are bad under some everyduy reasoning circutnstances. To the 
contrary-under time pressure certain heuristic strategies have been found to 
yield better outcomes than truncated (and therefore incomplete) full analysk of 
options (Payne et al., 1988). 

Research grounded in normative decision models tends to ignore the enor- 
mous power c o n f e d  by domain expertise. Research on expertise has fucuscd 
mainly on problem-solving rather than on decision-making per se. However, the 
findulgs are relevant to he broad set of cockpit decisiuns c1esc:ribed in this chapter 
(Joltson, 1988). Experts differ from novim mainly in the structure and rirlintss 
of their knowhlge bases. They have more complete and accurate “lnmtal mod- 
els” for the domain which allow diem to interpret cues and to predict what will 
happen in the future (Johnson-Laird, 1983; House b Morris, 1986). Expet& 
niay be expectid to contribute to corkpit decision-making in thnz ways (Chi, 
G l w r  & Farr, 1988). First, expert knowledge facilitates rapid and accurate 
perception and interpretation of prcrl)lt.rns. Experts can ‘‘SIX” probleins in terms 
of their underlying structure, which enables them to frame nppropriate solulions. 
They uni size u p  situations quickly. This type of knowhlge is neetlrvl to reciignize 
the conditions that trigger goltio-go or RPD dt-cisions. Experts’ mental inodels of 
aircraft systems dso contribute to diagnostic sitnation assessment, used to clarify 
amhiguous problems (Cminon-Bowers, Salus, b Convem, 1091). S P C I ~  ex- 
perts have mow slwilic knowlrt~ge in their nieiiiory stcireliouses. This ktiowldge 
slio~ld includr stored conclition-action pilttorns comqwnding to gdno-go and 
HPD rlrcisions. These patterns are siinilar IO the tltousantls of Iiiittvrns chess 
masters have in meniory (Chnse h Simon, 1973). Expt:rts shiiuld hsve to do little 
work to retrieve these stored condition-action NIVS. ‘l’hird, exptsi1 knowledge 
provides a basis for risk assessment. Because of their experience with aircraft 
systems and routes over many hundreds or thousands of flight hours, expert pilots 
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cun assess the l i ke l ihd  of vurious kinds of problems occurring. They can infer 
likely ruuses and project what is likely to happen in the future, given no action or 
as a musequence of actions they might take. Finally, experts have more p m b l m  
‘Luises” or stories in memory, based on their own expenence or professional lore, 
that Rritle their search fur information or suggest solutions. 

I t  should be pointed out that knowledge is not a shield against e n ” .  
Actually, expert knowledge is the foundatioli for heuristics, which sometimes 
result in poor judgments. (For a thorough treatment of the role of knowledge in 
heuristics and biases, see Cohen, 1993a, 1993b). That same knowledge is 
responsible for efficient functioning most of the time, but &onally it leads one 
astray. For exumple, Maher (1W1) reports on a flight destined for Lexington, 
Kentucky, that actually lunded at Frankfort, Kentucky. He attributed this error to 
the heuristics of availability and representativeness and suggested that training 
should try to eliminate their influence. However, it makes little sense to try to pet 
people not to use their knowledge. Instead, it might be more productive to help 
p p l e  avoid traps by using other kinds of strategies, such BS checking, monitor- 
ing, and verifying ambiguous information. 

Two other points ubout expertise: First, expert knowledge only confers an 
advantage on problems that are meaningful within the expert’s domain. For 
example, chess masters show remarkable in~:mory for the location of chess pieces 
that represent positions during play (Chase & Simon, 1973). But if those same 
pieces are placed randomly on the chessboard, the masters’ d l  is no better than 
that of novim. The messctge is clear for decision-making in the cockpit: expertise 
niny reach its limits on problems that are so low in frequency that they are 
utifainiliar to the crew, and new systems that violate long-term pilots’ mental 
nicdels may interfere with effective decision-making involving malfunctions in 
those systems. Evidence supporting these predictions is found in McKinney 
(1(992!), who reported that exp~:rtise Foriferred no advantage to Air Force pilots 
making decisions about uniquc: system dfunct ions;  it did lead to better decisions 
in more mutine cases. A second implication froni the expertisr literature is that 
pilots who are relative noviurs to the plane, company, or routes will probably not 
h 8s efticient or effective as more experienced pilots in assessing situations, 
ineking quick condition-action decisions. prtrclicting future events, or selectilig 
decision-relevant information. Vast amounts of experience are necessury to get to 
the point. 

5 1)nirion-nioking in the  CMpit 

HOW DOl<S CREW I~I~CLSION-MA KING DlFFElt FROM 
r+ 

So fiir the dixussion lias been about decision-making in the cockpit, 
without spcxific reference to who is making the decision. Cockpit derision-making 
is defined as a team task, yet it is the capfain who has ultimate responsibility for 

IN111 VIl1UAL ~ I ~ C l S l O i V - ~ I A K l ~ ~ ~ ?  
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decisions that are made. The crew Iimvides input from a variety of infonnution 
sources: pemonal experience, aircraft sysi”, weather, air truftic control (A’I’C), 
and dispatch. The presence of multiple eyes, ears, heuds, and hands would lead 
one to aped crews to make hetter tlecisions than individuals. Additiond cohmitive 
m u m  can nronitor changing conditions more rarefully, back each other up, 
assess the situation, provide alternate perspectives, reduce workloutl, generate 
options, suggest strategies, arid identify obstacles. Yet research on p u p  probleni- 
solving and d e n s i o n - d i n g  indicates that groul~s often do worse than indivitluals 
solving the m r e  problems (Orasanu & Salas, 1993). Individuals do as well as 
p u p  on tasks for which there is a right or best answer, or those for which an 
dfective s t r a w  will lead to a p l  answer. However, teams do better in situa- 
tions like the cockpit, where the S O ~ I I ~ ~ O I I  depends on contributions from multiple 
mms and where coordination is reqnired (Mullen d h t h a l s ,  1987). 

Even when the task is one that depends on team effort, there are many 
ways in which a team can perform in a lrss than ideal manner. Factors thut 
detract from teum efforts are either p m s s  failures or perfonnancx: failure!. 
Procrsa failuns (Steiner, 1972) are those stemming from the teani’s inteipersmral 
P- .: the intellectual and communicative processes by which members p o l  
and assemble their resources, allocate responsib es, and evaluate each odwr’s 
contributions. I\ number of process failures stem from failure to question assunip- 
tions: Crew members assume they know each others’ goals, or one person thinks 
he or she is the only one who sees the situation differently from others. A second 
p‘oceas f a h e  is based on shared mixonoeptions: Shared experience leads the 
crew to sea a situation similarly, but incorrectly, and they have greater confidence 
in that wrong view because of their numbers. Third, a lack of cohesion may 
interfere with a crew’s performanre Interpersonal conflict may lead to a refusal to 
moperate. In a related vein is “social loafing”: A crew member nruy aldiclrte 
responsibility because he or she thinks someone else will take a r e  of the problem. 
Finally, some research suggests that groups make riskier decisions than indi- 
viduals, perhaps because of dilution of responsibility, hut this depends on the 
nature of the tasks (Davis L Stasson, 1988). Unfortunately, little experinrentul 
research exists on decision-malting by teams of professionals like cockpit crews, a) 
many of the findings reported IIIW are b e d  OII work with ad hoc groups of 
c o b  students performing laboratory tasks (Druckman & Rjork, 1991). 

Performam failum are due to problems in accomplishing the task rather 
than to interpersonal p m s  factors. These include interruptions from other tasks 
(e.g., ATC calls that must be answered); failure to coinmunirute critical infonna- 
tion in a timely manner (e .g . ,  reporting on aczions hken or sharing of infonnution 
obtained); failure to complete critical tasks in time, usually due to poor task 
prioritization (e.g., computing landing weight or fuel consumption); and a m h i p -  
ous goals or task assignments (not enough information is provided by the caplain 
to enable each crew member to cany out the assigned task) ( h d o m ,  1991). 

5 lkciriun-mding in rhr L‘dpit 

A thin1 fuctor that pertains to individuals rather than the crew a 
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m whole, 
hut that is inrprtaiit in determining the derisions that may be made in critical 
circunrstances, is hazardom attitudes (Diehl, 1991; FAA, 199 1). These include: 
antiauthority (Don’t tell me what to do), impulaiuity (I  must do somelhuig now), 
m c d o  (I can do anything), inoulrrcmbilily (Nothing will happen to me), and 
res$nation (What’s the use of trying?). Diehl (1991) has prescribed antidotes for 
ench of thew! and reports reductions in accident rates as a result of training to 
overcome these attitudes in inilitary.and general aviation environmenu. 

All throe factors can contribute to poor decisions because they interfere with 
doing the work needed to make a good decision. In addition, hazardous attitudes 
may increase the amount of risk that crews will accept. The critical question 
remaining, however, is what features contribute to eJf..liue crew decision-mal- 
ing? This question is addressed in the next section. 

WHA T C O N T H l l W B  To EFFECTIVE CREW 
rt 

Given that the issue of defining good cockpit decisions WEE b y p d  in an 
earlier section, die question of what contributes to effective crew decision-m&mg 
may seem Bomewhat strangt:. l h e  earlier discussion concluded with the wggestion 
that decision-rnaking may be evaluated in terms of its contribution to overall tmk 
pe~$omaruq that is, safety, effectiveness, and efficiency. Furthermore, attention 
should be paid to the proms by which a crew mches its decisions. Considerable 
data exist on crew performance in high-fidelity full-mission simulations (e.g., 
Oser, McCallum, Salas, & Morgan, 1Y89), and several studies have examined 
decision-making in diose contexts. Helatioris have h e n  identified between features 
of crew processes and overull levels of crew performance (Kanki, Lozito, & 
Foushee, 1989; Murphy & Awe, 1985; Orasanu & Fischer, 1991; Stout, Can- 
non-Bowers, Sals, L Morgan, 1990). While these findings are all correlational, 
they at least Iimvide a basis for describing decision-relevant behaviors charac- 
teristic of crews that perform more or less effectively in simulated flight. Causal 
nlodels have not yet been validatcxl. 

Four aspects of crew behavior that siippon cockpit decision-making have 
been identified (Orasanu, 1990). They are associated with effective crew perfor- 
niance, where performance is judged by operational errors (mainly violations of 
shndard ~ ~ r o c e d ~ ~ ~  mid aircraft control pmblems such as altitude deviations). 
l’hcse feutiires pertain to the CN:W as a *hole, rather than to indivitlual crew 
inenibeffi. Effective crews are characterized by the following features, which will 
la ck.Sl.riM iii sonic detail:  MI si~uation awareness, high levels of metacogni- 
tion, shured mental models b u d  on explicit communication, and efficient re- 
80um management. 

DECI~SION-Mi KING? 

r .  .I** ... Y c I u 
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Situation Awareness 

Situation awareness involves interpreting situatiod cues to recognize that a 
prublem exists which may require a decision or acticiii. Crcws must go beyond 
merely noticing the p m i c e  of cues; they must aplireciate their sigrliticurice. 
Ihing so sucassfully depends on knowledge and experience in similar situations. 
For example, recorded weather infomiation at airpons i s  uvuilath to all pilots. 
Hearing that there is  less than a 5' spread between temperature and dew ~wint 
means that fog is likely, although there may be no mention of fog in the repofi. An 
alert pilot will reoognize this potential problem for landing and sexk further 
information. 

Recognizing and defining the nature of a problem encountered in a dynani- 
ic environment such as flying is the first and perhaps most critical stel) in rnukiiig 
an effective and safe decision. The significance of situation awareness i s  clear in 
Freeman 8c  Sinimon's (1991) analysis of 244 in-llight inciderits reponed to a 
mnjor canier. Of that entire Bet of incidents, 143 of theiii (or 59%) were classified 
either as problems in perceiving that a problem existed (n = 8 I) or in recobmizing 
the significance of the cues for the safety of the flight (n = 62). If a crew does not 
realize they have a problem, they surely are not going to begin trying to solve it. 
Unfortunately, problems have a way of evolving, and by the time I w  sensitive 
-3 am aware that a problem exists, the situation may be much more risky. 

Sometimes cues are subtle and do not sipiify a problem at the moment, but 
fomwam that conditions may deteriorate in the future. For example, turbulence 
en route may remind a crew that a weather fnmt is moving in to their destination. 
They may bqgn to consider the possibility of a missed approach or diversion if 
weether drops below minimums. Situation awareness allows crews to pltui ahead 
and prepare for contingencies, which is an element under the next corrqmnent. 

Me(acogni4ion 

: 

. 
Metmopifion is a word from the msearch world that means, literally, 

thinking about thinking. It refers to rellection on and regulation of one's own 
thinking (Bmwn, Armbruster, & Baker, 1986: Flavell, 1981: Gamer, 1987). 111 
the cockpit, where thinking is  a collt!c%ive activity, metacognition involves delining 
the problem and working out a plan to solve it, determining that a decision must 
be made, and dtxiding what information and TeS0urcF.s are ncded and what arc 
available. As used here, metacognition refers broadly to a rellective exrcutive 
function, as opposed to a narrower definition sometimes adopted in the decision 
literature which focuses on degree of confidence in one's judgments (Evans, 
1989). 

A nietacognitive framework was used by Orasanu (1')C)O) to analyze cn'ws 
that differed in their overall performance in a full-mission simulated llight at 

5 lhrision-rrdir~ in die Owkpd 

NASA-hies Hesearch Center (Foushcte. 
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~, - d e r ,  Baetge, L Acomb, 1986). 
Aiiulysis of cww wimmuiiication showed that higher and lower performing crews 
i l i f l k d  in  thcir levels of rnetac:cigniUve activities when faad with in-flight abnor- 
nialitii~. All  crews (flying a siriiulated B-737) enrnuritered turbulence en mute to 
their destination. (!+e Figure 5.2 for a schematic of the scenario.) High m s s -  
winds niade die landing illegal, so a m i s d  upproach was nquired. During clin~h- 
IIUI line of the hydraulic systems failacl, which iltcrt:ased workload and compli- 
rstnl the choice of ai1 alternate. The liydraulic failure meant that braking power 
woiilcl be d u c e d ,  and gear and flaps would need to be lowered manually. 
Because the gear could not lw retracted once lowerwl, a secund go-around was not 
desirable. None of these prohlems in itself was difficult, hut their confluence 
iurreased the workload substantially and seemed to increase the difficulty of bo& 
the choice decision (the alternate lending site) and the scheduling decision ( m k  
prioritization arid resource managen~erit) for some of the crews. 

More effective crews paid attention early on to the turbulence and to the 
pssiliilit y of a missed approach. They reviewed the approach plates, checked to 
see whether Category II instrument landing equiprnent was available and work- 
ing, und considered possible ulternates. They also checked weather frequently and 
d i z e d  the cross-wind problt:m before going down to decision height. Following 
the missed approach and hydraulic failure, more effective crews all adopted a 
conservative strateby: They requested a holding pattern to buy time while they 
collected information about weather at possible altemates, checked on mnway 
letghs and approaches, aid calculatcrl fuel availdility. When low-error crews 
niade their choice of mi alternate, they used more safety-relevant information. All 
these behaviors can be considered evidence of inetacognitioll. The crews reflected 
on what they were trying to do, how they could do it, what additional irifomiation 
they ntxded, and what the likely resull~ might be. 

Several w e n t  studies of cockpit crews support Orasallu's (1990) conclu- 
sions concerning the role of mc~ac~gnitive processes in effective cmw performance. 
The iniportance of planning to overall mission effectiveness was demonstrated by 
Pvpitonir, King, L Murphy (1!*88), who found fewer opt?ri~tional errors mong 
crews tliut made more r~ntingency pliuis. Also supporting the impomnce of a 
b n d  plun was the Smith, McCoy, Layton, & Bihari (1992) finding that more 
effwtive cniws emphasized strategies that kept op11 more options in a flight 
w~ilriniiing probleni. A S ~ C O I I ~  nic:tuwgnitive factor is sensitivity to informatior1 
~mwdecl to solve a pmblem. (h l i tm  (1902) founcl that more expcrienrfii q t n i n u  
fuct:il with a Ilight replunning task piid more Bttention to reconinleadations from 
tlispatcllers thun clitl less experioncwi wptuins. While this finding might be ex- 
plainotl on the basis of the senior mptains' greater organizational integration, it 
coulcl also reflect their greater appreriution of the vdue of this source of infoma- 
hii. Dispatchers have a broad view of the entire system, both weather and traffic, 
and can provide more optimal sugestions. 
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SIMULATION SCENARIO 

Shared Mentul Models 

When a crew encounters a prol)lern in flight, two kinds of shawtl knowl- 
dge muy contribute to el‘ftrtive srilulion: sham1 background kiiowlrtlge uud 
s h a d  problem muclels. Shared buckground knowledge mfcm to h e  knowldge 
the crews bring with them to the cockpit based on common training and expen- 
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ence: knowledge of oircruft systems, stariderd procedures, regdations, company 
policy, and crewmember roles and responsibilities (chapters by Ginnett and 
Iluckrnan; Cannon-Bowers et al., 1990). T h i s  kind of s h d  knowledge allows 
the crew to function efficiently in routine situations because it allows them to 
anticipate events and each others’ actions. Hutchim & K l a u m  (1991) have 
S~IOWII how shared knowledge allows one crew member to interpret ambiguoua 
gestures, facial expressions, and utterances of the other crew member while 
making a change in heading. When a flight is uneventful, Little communication is 
required beyond the standurd monitoring, calloul~, and sharing of weather and 
clearance information obtained over the radio IO assure crew modnation. All 
crew members play their assigned roles in synchrony, like a string quartet (cf. 
Harkman, 1987). 

However, when a problem arises, especially one that is ambiguous and 
cannot be solved “by the book,” or when multiple problems Co-occur, then 
the crew needs to get organized. Communication is needed to mure that each 
crew member understands basic information about the situation: what the pro- 
blem is, what the plan is for solving it, who does what. In this case, the crew 
IWJS to create a shared problem model. This model use3 shared background 
knowledgi: but is specific to the immediate p d l e m  and its solution. A shared pro- 
blem model is necessary to assure that all crew members am Bolving the same 
problem and have the same understanding of priorities, urgency, cue sig- 
nificance, what to watch out for, who does what, and when to perform certain 
activities. 

Note that each participant am have his or her own understanding of the 
situation and plan for coping with it. The captain can give commands and the 
crew members can carry out their jobs. But without shared understanding of the 
overdl goal, there is 110 guurantee h a t  all crew mernhm will be working toward 
the same ends. Obviously, the degree of communication required depends on how 
Iuiniliur the problem is to the crew and how complex it is. The gretltest amount of 
wnimunication is required in ill-defined or non-mutine problems. For routine 
pr~ibltnris, crews may show implicit coordination and little overt discussion of what 
IO du (Kleinnian 8s Serfuty, 1089). 

S h a r d  problem mod& are cretlted t h m t &  cotnmunicution-dl crew 
niemhm may contribute to them, deiwriding on who has relevant information. 
(knuin types of utteruuces ontribute specifiwlly to building s h a d  p d l e t ~ ~  
models arid workiug out stdutions. These uttera~~ces are clistinct from standurd 
Liwkpit talk required to lly the plane, numely, call-outs, chrxk lists, system moni- 
tibring, gn~und cmtiniuniccrtion, and associated trcJtnowleclgerr~etits and replies, 
but cleurly built on these. This distinct type of talk enables the crew to get 
orgariizrtl when 11 prot)Irni is encountercul. 

Mtdol-building uttenuices p.rfiorni the following functions: recognize and 
define the problein, state goals, state or suggest plans or stratrgies, offer explaua- 
lions, and predict outconles. Other utterances are more action-oriented but still 
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aupiwnt the problem model hy making explicit what is to 1% done and who is 10 
do it. These include specitic task assipments antl conunands. Orusanu & Fisrher 
( 1 9 1 ,  IW2) analyzed the performance of 2-1ne1nlwr (H-737) and 3-inenih:r 
(8-727) crews in fnll mission simulations at NASA-Ames Hesrurch Center. 130th 
simulations used the same complex scenario d t scnhd  earlier (weslther-induced 
i n i d  approach followed by a hydraulic system liiilure). (For full di:scriptions of 
the original studies, see Chidester, Kanki, Foushw, Dickinson, h hwlrs ,  1990, 
and Foushee. et al.. 1986). 

The Omsanu & Fischer (1992) analysis showed that crews t a l k d  more 
overall during the abnormal phase than in the normal phase of tlw Ilight, as would 
he expected. However, the increase: in their talk was concentrated in certuin 
rategmries. Both captains and first ofticers stated more gnals and plans/strategics 
during the abnormal phase mid made more explicit task assibmments. These 
data support the notion that crews in fact respond to the exigenries of the situation 
and organize dwmwlves to cope. Moreover, Orasanu & Fischer (19Y2) fount1 
that captains of higher performing crews (those who made fewcr procedural or 
aircraft handling errors) were more explicit in their problml-related talk than 
were captains of lower performing crews. They stated more plans or strategies 
and ma& more explicit t u k  assignments. This study showe~l that the captains 
set the tone and contributed disproportionately to creating the shared niwlel. 
They created the context that allowed other crcwmemlxrs to participate. This 
pattem is mnfirmed by an analysis by Murphy & Awe (IO%), who found that 
the quality of decision-making in Ih air translmrt mews (in simulutcd Ilight) 
was a function of the dwision efticiency and the quality of the captain's am- 
munication. The decision efficiency measure rrllected the d r g w  to which the 
problem was clearly defined and relevant information was obtained. In turn, 
decision eftiaency was predicted by quality of dcrision comniunitstion, mmmand 
reversal, and crew coordination. Command rcversal refers to the first offimr tak- 
ing over the captain's usual duties; it was negatively related to docision effidency, 
meaning that when the captain was clearly in command, dezision-making was 
more efficient.3 

What t h e s  findings sugest is that shared problem modcls serve as organ- 
izing frameworks within which clrws solve problems and nuke dezisions. Hy 
articulating goals, plans, and strategies, effective captains clrate a context for 
interpreting their mmmands, olwxvations, and information requests. The shared 
mwlcl enables other crewmenll!em to make suggestions, to offer infonnation 
useful for solving the Imblem, and to " h a t e  their actions. (hod crews also 
use resources outside the cockpit, such as ground aintrollers and compniy dis- 
patchers, who can provide assistance. 

3This tindng slwulrl IUII la taken 10 mean Ittat tim c&-rrs stiould nut take mpwsiliilit~ fur 
man.ging a si iuui i  iii chc cocklit if wndirions wanant i t .  Suniecimes mnunand wversul IS :he Imt 
way for a crew to nlanage a situation. 
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Rewurce Managemen( 

Resource managernent is itself a type of decision-making, but it also beaR 
on t l i c  qnuliiy of other decisions that must be made during the critical time period. 
Crews that manage their resources well reduce the demands on their own cog- 
nitive rexiurms, especially during high-workload pham of fliglit, freeing diem to 
IIIA with other complex decision requirements. Resource management involves 
the management of information, cognitive work, communication, and actions that 
must be accomplished within a fixed time or event window. Effective resource 
management requires an understanding of what must be done, what resources are 
available, the time required to carry out various tasks, and the cognitive and non- 
cognitive demands of various events. In addition and most important, the captain 
must clearly understand the relative priorities associated with each task and use 
this inforniatiou to schedule tasks and assign crewmembers responsibility for 
accomplishing them. Well-managed crews louk as if they are guided by an overall 
plan that matches resources to g d s ,  and everything fits in. AU tasks me a w m -  
plished in a well-coordinated nranner. Poorly nianaged crews are constantly 
playing catch-up and appear poorly coordinated. Often important tasks do not 
get done. 

What accounts for t h m  differences between more and less well managed 
crews? First, it appears that raptains with good metacopitive skills have a better 
overall picture of their strengths and weaknesses and potential problems. Armed 
with this infnrmation, they develop overall time and resource management strat- 
eges designed to give themselves clear thinking time and flexibility. They either 
use low-workload periods to do contingency planning, or explicitly structure tasks 
to give themselves time to work on problems. Strikingly different overall strategies 
appear to be optimal depending on crew size, arid thus the total cognitive re- 
sources available (Orasanu, 190; Orasanu & Fischer, 1992). In two-member 
(8-737) crrws, more e f f h v e  captains usrd low-workload priuds to prepare for 
possible high-workload periods. Specifically, with bad weather at their destina- 
tion, they reviewed approach plates early and often, included missed approach 
guidance, and considered the possibility of needing an dtemate. When workload 
k a m e  intense, these captains talked very little. T h e y  stated their goals and plans 
antl issigned the first officer to work on the system malfunction, while they (the 
raptains) flew the plane. Those captains gave few commands during the high- 
workload period. Instead, they spelled nut ovemll priorities and sequences for 
coniploting various tasks. They created a sham+ problem model within which the 
lirst offitw could work out details of how to get the tasks done. In contrast, 
raptains in lower performing crews gave many coninlands during the high- 
workload phase but provided no overall plan or strategy for getting the work 
done. Coortlination of thwe crews was very disjointed; lint officers seemed to have 
trouble completing one task before they were called on to do another. 
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In thrw-inrmher crews, a vrry tliffrwnt resoiirrr manngemrnt stmtrp wns 
assnciatcd with rffrrvive r r r w  performatirc. Mow dfrrtiv,- niptnins nssiprtl flying 
the plant- to thr first oflirer whilr thry. thc ciiptnins. wnrkni on thr spstrm 
malfiinrtioii prohlrni and clcrisirm nlmit i i i i  nltc.nlnte. with thr srtwntl tdfirrr. 
Thesr ralitnins' mtr of tnlk, iiirlritling gwils, plnns. ronnnnntls, a d  r x p l i r i t  trisk 
assignment, wrnt iip signitirniilly Ilnriiig thr nlmorninl o r  high-workld plln~p. 
IRSS rffectivr riiptnins of thrrr-mrintwr rwws flrw thr plsnr thrmsrlvrs ni i t l  

a s s i p i d  thr task of working ntit thr lirnlilrms to ttic fist nor! wmntl orfirrrs. 1 h t  
thosr mptnins st i l l  trird to maiiiigr tlir prohlrm-solving nctivitirs. I t  nppmrs t h r ~ t  
mnnnging pnhlrm-solving and roinplrx tlrrision-nicking while flying a pliinr i s  
cliftiruli to rlo. So wr s(.r very difkwnt pnttrms nssor:intrrl with r fkct ivr  prrfor- 
manm drpnding on thc m w  rrwiirrrs avnilnhlr. 

Fiirther s i i p p r ~  for thr imprtaiirp of pml rrsniirrr mnnngcmrnt to ovrrnll 
flight performanre comes fmm msrnrrh hy Wirkrns & Hnly (1991), who rxani -  
inwf performonre of sin& pilots flying low-fidrlity simiiliitors. Thry found that 
high performrrs (rlrfinrrl hy low fwqiirnry of rmm siirli ns oltitriclr drvintions) 
cnnird out rritirnl tasks (e.g., Innding grar nnti flaps) rnrlirr than low prforrnrrs 
and srMuld othcr "must do" tasks at morr optimal timrs. Clearly, thr hettrr 
performers showrd p t r r  sensitivity to timing and lwttrr  plnniiing. Presuninhlp, 
their effective task managrmrnt mntrihiited to their high prrformance. 

Unfortrtnatrly, lifr. Fmnwtimm p m t s  challrngrs for whirh no spritir 
trnining or planning can pwparp one. Siich a cnw was the loss of all hydmulic 
systems at 33,000 feet in Unitrd Airlincs flight 2.72 (NTSR, 1990), R f r d  to 
rarlier. Ihe captain's managPment of that crrw and thr Irvrl of crew cnnrdination 
(incliiding p i i n d  personnel) cnntrihutrrl to saving livrs that siiwly would have 
heen lost othrrwiw. Pndmore (1991) analyzrd t lw tapes of the last 32 miniitrs of 
that flight. His analysis show1 that during thr high-workload period aftrr the 
failure, the captnin used his crew ~(.sour(ps in nn rfficient mannrr. A check airman 
happened to be a pnswnpr on the flight and was mniited to assist in situation 
assessment hy visiially insprrting the nature of the damage. Then he was used to 
manipulate the throttles (once thr crrw discovend they cniiM control the plane 
somewhat using that mechanism). That left the captain free to mannge the 
situation, which he did with the aid of p u n d  contmllers and the company 
dispatcher. Through cnmposure, p d  crew coordination end communication, 
and a heavy dose of luck, that plane was bmught to earth, though not withoiit 
snme loss of life. 

How do the four components I have &srritKd mntrihute to d&iin-  
makina? Situation assessment is ncrrrssnry for wmpizing that a drrision must Im 
made or an adion must he taken. Metampition is  involved in determining nn 
overall plan and the information d e d  to make the drcishn. S h a d  sihiation 
models are ti& to exploit the cognitive capahilities of the entire crew. S h a d  
models also assure that all participants are solving the same problem. And rr- 
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s o i i m  manngrnlent nswws that timc, informetion, and mental m i r "  will he 
arnilnlilr wlirn thry nrr nmlrd 

CAN F#/E TMlN CRF,WS TO MAKE Dl.:TTI'R 
III.:cI.sIoIz!v? r). 

I f  wr wnnt to inrprwr performnnre Iiy rrwkpit crews, shoiild we f n r i i s  

trniiiing rfforts on Iirlpirip thrm to hr inom r:itionnl dcrisinn-mnkrrs? Or shoiild 
wc trniii thrm to intryowt rnw, tr mrtrtrognitivr, mnkr plans, huild s h a d  
prnl~lri~i mcdrls, nntl managr thrir rrsoiirrrs? R e n t  m a r c h  finclings s u w t  
flint thr lnttrr might hc mow prndilrtivr. Eviclrnw is arriimlilating on the lack nf 
siirrrss of "tlrhinsing" rfforts (Fisrhhoff, 1982) and Plforts to improve statistical 
rrnwning (Chrog: Holyoak, Nishrtt, h Oliver, 1986).4 On the othrr hand, 
ps i t i v r  rvidcnrr is acrntirig on trnining in prrpptilal skills needed for situation 
nssrssmcnt (Citty, Pirkrtt, D'Orsi, h Swrts, 1988), on mrtacognitive skills 
(Nickrrson, Pcrkins, h Smith, l985), and on m w  moiirce management skills 
(Chirlrstrr. 1987; I~lrlmrrirh, 1987; I Irlmwirh, Chikstcr, Fwshee, Gngorich, 
& Wilhrlm, 1989; Flrlmrrirh & Wilhrlm, 1991). 

At thig p i n t  in mwarrh history, no basis exists for helieving thet it ki 
pnssihlr to drvclop training techniques to impmve an-purposc decision-making 
skills. The prnhlrm is that different component skills are involved in the six types 
of decisions drsrrihed earlier in this chapter. Efforts at trainin6 ~ n t l - ~ u r p f ~  
cognitivr skills have notoriously met with failure (Rmnslord, Arbitman-Smith, 
Stein, h Vye, 1985; Stemhcrg, 1985, 1986). Conclusions from a large body of 
wwarrh show that cognitive skills nre specific to the domain in which they are to 
he practiccd. Strategies are lramed most effdivrly in conjunction with the do- 
main-specific content (Claw & Bassok, 1989). 

Consider the six dmision types dims& earlier. The cognitive work E- 
q u i d  by each type demands different types of trnining. Following i s  a sketch of 
what organizations might want to tenrh for each type of decision. 

1. G o / n o - p  d&siom. Since t h w  decisions usually must be made under 
m e m  time pressure and involve considerable risk, the amnunt of thinking should 
be minimal. Essentially, c m s  must he taught to recognize the of conditions 
that trigger the mpnse,  Stop what you nre doing! (usually taking off or landing). 
The nther necessary element is risk assessment, eapeeially when conditions MC bor- 
derline, Training should focus on developing petceptud patterns in memay that 

4"Ihhiarin~" e N ~ m  attempt IO help p*I. lg all nvail&r m h a h  W h i  tl.1 mlffht 
nthnris ipwre, malting in b i n d  jtidprne. For cmmpk, pmpk tend to +e link Wcipht IO the 
br mte (rp.lwnay of wnsin OIII~IIW or cvrnts [e.g., ihe rate nt u h i i  rertain y t m n  foil in ihe 
mkpit)  (Kshnnnan (r Tvmky, 1982). 
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constitute the conditions for alworting an action. Such training should he n)nd~rctrd 
under realistic time pressure and should include cases that are lwrderline or have 
additional contingencies that rquire mow con1l)lex risk assessnient. 

2.  Rmgnition-primed decisions. As with &no-go decisions, crews must 
he trained to recogriize situational patterns that serve as input to condition-action 
rules. But in this case they must also learn the wsponse side of tlie rule and its link 
to the condition. For example, if a rapid depressurization m u r s ,  the crew niirst 
know to descend imrnediatdy to a lower altitude. Evaluation skills also must he 
trained: The crew must ask, What will happen if 1 take this action? What will 
happen if we do not tuke this action? Is there a reason not to take this action? 

3. Response selection decisions. When a single option must be wlected from 
a set, crews must recohmize multiple options and evaluate them in terms of how 
well they satisfy the goals and meet constraints. Often they rnust consider trade- 
ofls aniong competing goals which are satisfied by different options. A traditional 
decision-analytic approach would be to train crews to perfom] a multi-attribute 
utility analysis. However, lhis is a vely costly pmnedirre in terms of tinbe and 
pesourcw. A more efficient approach might be to train crews to use “satisficing’ 
(Simon, 1955) or other heuristic strategy that yields a satisfactory, though not 
optimal, solution. Two heuristic strategies that may be appropriate in certain 
environments are e l iminat ion-by-mp (Tvelsky, 1972) or dominance-stmc- 
tu@ (Montgomery, 1989, 1W3). In  the former, options are eliminated if they 
fail on one criterion (e+.,  weather or runway length) and are not evaluatcd on 
other criteria. In the ideal situation, only one amptnhle option remains. Domi- 
nance-structuring proceeds in the opposite direction. Evidence supporting various 
options is reevaluated to support a single choice. 

. 4. Resoune muncyprrtent decisions. The relative priorities of various tasks, 
especially crirical ones> must be part of the basic knowkdge of all crewmernhm 
Skills diet enter into this type of decision include estinlaticm of the time required to 
complete various tasks, knowledge about the intrrdepndencies among tasks, and 
ddul iug  strategies. An important strate#y for captains appears to be structuring 
activities to free up time for thinking. When problems are amhipous, rquiring 
diagnosis or creative problem-solving, captains may inunage hest by off-loadill6 
some of their own tasks, like Ilyiwg the plane, to other clpw me tnhn .  

5.  Nun-diugnosric ppadurul decisions. ‘This is the least cleurly ck4netl 
type of decision. It involves a alt? pattern that falls into a category with no 
prescrihd response. The nature of the pmhlein is unclear. Many clilfemnt t y l m  of 
arntipous cues (e.g., loud taoise from air rushing in the cockpit, strtingt vihrw 
tiuns, smells) may signal dangerous conditions. The prescribed response for inany 
of thee cases would Ix to land as 5w11 as possible (essentially a prmtlural 
solution). This t y p  of decisioii may lx a voriant of the HPD rntegory, hut with a 
non-specific condition side. Training for ttiew: ta.ws would involve inairily situa- 
tion assessment and risk assessment. Cues that signal possible emergencies nmd to 
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tx distinguished fmnl those dint are trouhltmnle hut not severe enough io precipi- 
ut(: an emergency landing. Knowledge of the specific aircraft type  and its systenls 
wonld be most useful in this catls(:. 

6. /’m6lern-soLuirtg. Thew a s k s  are the most complex, bemuse thqr in- 
volve hoth diagnosis to cleterniine the uature of the situation ancl response genera- 
tion. Once the nature of the problem has boen determined, there are no reeon)- 
mended solutions “in the I m k . ”  Crews must determine what their goals are, 
develop a plun and candidate strategies, and evallrate the strategies and planned 
actions based on projections of outcomes. &nerd reasoning stratqes such as 
means-ends analysis ‘may he appropriate for very unfan&r problems. Alter- 
natively, the crew may try to think of similar or related cases in their own 
exprienw or in aviation lore. Case-based reasoning using analogies can offer 
snggestions for p r m ” i n g  when little specific knowledge is available (Kolodner, 
1987). Solutions that worked in the past are evaluated by irnGning their conse- 
quetices in the present situation. Training for case-based reasoning involves pm- 
sentirig many exumples of other p)ple’s experiences, as is currently done in many 
CHhl courses. Videotaped reenactments of in-flight emergencies are used to illus- 
trate how those cmws coped with the problem. “Hangar flying” provides an 
informal means for crews to share experiences that may help each other cope with 
unexpected events. 

The above recommendations are based on the structure of the specific typea 
of decision pmtited by the environment. Different situations demand different 
kinds of strategies. However, training suggestions also derive from the analysis of 
factors contributing to effective crew performance. These suggestions cut acrross all 
types of problems but may be inore sipilicant for one type than others. 

The first step in all decisions is situution assessmi.  Both rapid pattern 
recognition and diagnostic skills are nreded. Crew recognition of danger cues 
should be automatic. Crews also need training to pay attention to ambiguous or 
woniwrne i:ues. Diagnostic skills may tx nmled to !ipre out what the situation is 
before a decision CBII he attempted. For example, split flap and asyniinetrical flap 
cotifiguratiorls impose d ihe r i t  landing requireincwts in a R-727. Considerable 
diagnostic effort may be nquirvtl to distinguish betwt.en them. This is an example 
of a rare 0 c i ” w i c e  but one that crews must master. 

A secund gt:ncral skill that is a conpnen t  of all decisions is risk asseumen& 
Often safvty i s  pittcd against d e r  goals such LIS swing fuel or getting the 
pussengt:l:rs to their cltutinotions on time. Organizational policy plays n critical role 
in these trade-offs und should be explicitly acknoslcdged whtw gods may con- 
Ilict. Organizations and crews nwst recapizr that some level of risk always exists 
Hiid that thcre an: always trirtle-offs. Both explicit policy hwidance from the 
organization and winforced practice by the crew are needtd so that crews will be 
able to achieve solutions that optimize safety and other goals. Training should also 
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