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138 Judith M. Orasanu

passible. This is done by automating systems und by establishing standard pro-
cedures and checklists to cover anticipated faitures or emergencies (Ballings, 1991
Wiener, 1088). llowever, poor decisions may occur even when sitaations are
fuirly straightforward because of the presence of conditions that increase risk,
often weather and/or heavy air traffic. In other cases, simple problems cascade or
interact, precluding *by-the-book™ solutions. In sull tarer cases, completely un-
fureseen eatastrophic problems anise, like the loss of all hydeaulic systems due to
an engine explosion (NTSB, 1990: see the chapter by Kayten). Given the impos-
sibility of designing error-proof or fully sutomated systems that can cope with any
emergency, the only way to maintain or increase safery is to train crews to make
the best decisions possible under difficult circumstances. The question is how to do
that. What skills should be trained and how should they be trained?

The short answer to these questions is the following: crew decision-making
is not one thing. Crews make many different kinds of decisions, but all involve
situation assessment, choice among alternatives, and assessient of nsk. However,
the decisions differ in the degree o which they call on different types of cognitive
processes. A decision to abort a take-off requires different decision processes from
choosing an altemate airport for landing with a system failure or determining the
cause of a master caution warming light. The nature of the processes tnvolved in a
decision depends on the structure of the decision task and the conditions sur-
rounding it. How familiar is the problem? Is a response prescribed or must it be
generated? How many options are readily available? How clear is the nature of
the problem? Is time hmited? Given the variety of decisions that are made
routinely in the cockpit, no single approach can be prescribed for traming crews m
decision-making skills. No silver hullet exists to make crews better decision-
makers.

The long answer to the above questions is addressed in the five issues that
follow. Brief sketches of the topics to be discussed under each are provided below
and elaborated in the remainder of this chapeer.

W What is cockpit decision-making? Six different types of decisions are made by
crews in the cockpit {Cf. Rasmussen, 1983).
1. Rule-based decisions (condition-action rules): {(a) go—no go decisions and
(b) recognition-primed decisions
2. Knowledge-based decisions (well-defined problems): (a) option sclection
decisions and (b) scheduling decisions
3. Knowledge-based decisions (ill-defined problems): (a) procedural man-
agement und (b) creative problem-solving

These six types of decisions impose different processing denands on the decision-
maker and imply different types of training.

W How can we recognize good decisions in the cockpit?
1. Good cockpit decisions support effective task performance (judged by safe-
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ty, efficiency, and effectiveness). Consequently, cockpit criteria are not the
sume as laboratory criteria, where logicul consistency and optunality pre-
vail.

2. Cockpit decision criteria include cognitive economy (least mental effort),
workings within time liniits, and constraint sausfaction.

3. Formal normative decision models do not fit conditions in the cockpit,
which are dynamic, reactive, action-oriented, and thne-pressured.

4. Cockpit decisions are heunstic. Grounded in expert knowledge and expeni-
ence, heuristics work most of the time. They are shortcuts that reduce the
mental work involved in making decisions and yiekl decisions that are good
enough rather than optimal. Expertise contributes to rapid situation assess-
ment, retrieval of candidate solutions, and guidance based on past expeni-
ence. Expertise does not, however, insulate crews from had decisions. It
may lead to ngid expectations, biases, overconfidence, and greater nsk-
taking.

* How does crew decision-making differ from individual decision-making?

1. Crew decision-making is anaged decision-making. The captain has re-
sponsibility for making the decisions but is supported by input from the
crew, both in the cockpit and on the ground (air traffic control, dispaich,
maintenarce ).

2. Crews may do better than individuals: (a) Multiple eyes, ears, hands, and
minds increase availuble cognitive capacity, ncreasing the potential for
better decisions. (b) Crews can consider a larger picture, contribute more
viewpoints, offer multiple options, use more information, share workload,
critique proposals, and avoid traps.

3. Crew may do worse than individuals: {(a) Through poor communication,
crews may not share an understanding of the problem or how to go about
solving it; they may not understand the captain’s intentions. (b) Errors can
propagate through the crew, while increasing their collective confidence in
their correctness. (c) Crewmembers may abdicate responsibility, leaving
work to others, or can perform poorly due to interpersonal conflicts.

W What ingredients contribute to effective crew decision-making?

t. Situation awareness: Crews are alert to developing situations, sensitive to
cues, and aware of their implications.

2. Planfulness: Crews work out plans and strategies for reaching their goals,
prepare for contingencies, figure out what information they need, and
evaluate their progress.

3. Shared mental models: Crews communicate efficiently to create a shared
big picture: What's the problem? What are we going to do about it? Who
does what? Through shared models crews utilize all available resources,
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140 Judith M. Orasanu

make sure that they’re all solving the same problem, and assure coordina-
ton.

4. Resource management: Resources are used efficiently and explicitly, Crews
get priorities, schedule tasks, allocate responsibilittes, and build i thinking
ume, especially for the captain.

The above four ingredients do not in themselves constitute decision-making, but
create a context within which effective decisions can be made.

W Implications for training: What skills should be trained and how?

1. What to train? {a) Situation assessment: based on considerable pattem
recognition practice and development of models of the systems and tasks in
the cockpit. (b) Risk assessment: recognizing risk factors associated with
various malfunctions and situations. {c) Planning: strategizing, anhicipating
future events and outcomes of actions, critiquing plans. (d) Resource man-
agement: priontizing tasks, estimating time requiremems, scheduling, al-
locating responsibilities. (e) Communicating: Building shared models for
the problems through explicit communication about goals, plans, strategies,
expectations, and reasons. (f) Specialized skills should be trained to meet
the specific demands of each of the six decision types. 3

2. How to train? Train crews under time-pressured high workload conditions
representative of those under which they will be expected to make difficult
decisions. :

WHAT IS COCKPIT DECISION-MAKING? ——— 7

Cockpit decision-making is many things, but all types of decisions have at
least three elements in common: choice amang options, situation assessment, and
nsk assessment, First, by definition, all decisions nvolve choice among alter-
natives, However, the nature of the choice depends on task conditions. Some
decisions do not appear to be choices because only one option is considered (e.g.,
deciding to descend to a lower altitude foliowing loss of cabin pressure). S(.)llle'
times the choice is to stop doing something already in progress (e.g., abor_tmg a
take-off or landing). In still other cases, the manner in which an action i
performed must be determined (e.g., deciding on a cruise speed when the landing
gear will not retract). And finally, the choice may be about the sequence xlmd
timing of a set of actions, all of which must be accomplished in a limited time
period (e.g., manually lowering landing gear and extending ﬂa'ps f(_lllowmg a
hydraulic failure). These various types of choices are considered in this cl_mpter.
No one type is more important than any other. However, very different kinds of
cognitive work must be done for each of them, as is descnbed shortly. Further-
more, differences in requisite cognitive processes mean that each will be vulnerable
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to disruption or increases in difficulty from different sources. Likewise, each
requires a specific focus in training.

Prior to making a choice among options, however, the nature of the
problem must be accurately assessed. Whereas the choice aspect of decision-
making has been the focus of most laboratory research, decision-making in
naturalistic situations requires people first to recognize that a problem exists that
muy require a decision, and then to define the nature of the problem. Based on his
ohservations of decision-making by fire fighters and tank commanders, Klein and
his colleagues (Brezovie, Klen, & Thordsen, 1987; Calderwood, Crandall, &
Kiein, 1987) have concluded that the biggest difference between experts and
novices was in their ability to evaluate the situation rather than in their ability o
choose among options.

Third, all cockpit decisions involve risk assessment, whether it is explicit or
not. Safety is the overriding concern behind every decision, but other values on
occasion are pitted against safety considerations, These frequently are subtle
pressures resultung from organizational policies and goals. For example, according
to a NASA Aviation Safety Reporting System report (ASRS, 1991), one pilot
described pressure from the company ground agent after an hour’s delay at the
gate to depart with an incompletely locked forward cargo door. The agent justified
it by saying, “‘We release planes like this all the time.” Certain decisions are
programmed as responses 1o specific conditions to eliminate the need for the crew
to assess risk and make a decision, especially in time-critical situations. Some of
these are triggers to abort take-offs or landings. But in many cases, borders blur
and gray areas emerge in which the captain’s assessment of the conditions-—
visibility, runway conditions, the aircraft, and his own skill—determines the
choice of action. Judging by confidential reports to ASRS, pilots are often quite
conscious of the trade-offs involved in their decisions. For example, one pilot
reported that, following a loss of cabin pressure, he descended to a lower altitude
and continued to the onginal destination. He noted that this decision was not as
conservative as landing immediately, but since no passenger injuries were evident,
he felt the passengers’ convenience would be served better by continuing to the
desunation than by diverting.

Beyond these three common elements of situation assessment, choice, and
nsk assessment, the types of decision problems in the cockpit differ in their
underlymng structure, time parameters, and information characterstics. They re-
quire different kinds of mental work and consequently are susceptible o different
types of failures. Six different types of decisions have been identified. These are
tustrated in the double boxes in Figure 5.1..This figure shows the relationships
among the different types of decisions, based on problems definition, information,
and option availability. It is not a flowchart of human infermation processing, but
a depiction of decision categorics. These six categonies differ in the degree to which
they call on cognitive components, such as cue or situation interpretation, problem
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Figure 5.1 Taxonomy of decision types.

structuring, option generation, option assessment, probability estimation, con-
straint satisfaction, priority setting, time estimation, causal reasoning {diagnosis},
risk assessment, planning, forward reasoning, and information integration. This
figure will be discussed from top to hottom, left to nght.

While various types of decisions can be distinguished for analytical pur-
poses, in practice any given flight situation may require use of several different
decision strategies. Making one decision or taking the prescribed action may
present a new set of conditions requiring a different type of decision. To an
observer, these may appear as a smooth flow of action, although decisions are

hidden behind the actions.
Well-defined versus Ill-defined Problems

Most cockpit decisions are tnggered by conditions falling outside normal
ranges. A light flashes, an indicator drops to the yellow or red range, a strange
vibration is felt. Some of these cues are unambiguous in the context and in the
phase of flight in which they occur. Any pilot experienced in flying that plane
would interpret certain cues to mean the sume thing. Many instrument readings
fall into this category. The displays of newer planes (“glass cockpits”) are even
moke explicit in telling the crew what they mean. When the problem is clear from
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the display or cue configuration, the crew does not need to expend energy trying to
discern what 1t 15. We refer to these as well-defined problems. But sometimes
displays do not unambiguously indicate the nature of the problem. Then the crew
must engage in diagnostic efforts to ligure out what triggered the signal or cue.
How they do this depends on the nature of the specific signal—whether a check-
list exists for addressing that particular problem or whether the crew literally has
to fly by the seat of its pants to determine the underlying cause of the signal. This
second category is what we mean by ill-defined problems, The highest branch of
the taxonomy in Figure 5.1 distinguishes between well-defined and ill-defined
problems. Well-defined problems will be described first.

Single versus Multiple Response Options

Given that the nature of the problem is clear, decision tasks differ in the
information available about response options. Certain cue sets offer or require just
a single response, while in other cases, multiple response options are immediately
available or required. Single-response situations in the cockpit appear to fit what
Rasmussen (1983, 1993) has called rule-based decisions, while multiple-response
problems invoke knowledge-based reasoning. Single-option cases can be defined
as condition—action pairs and are perhaps the simplest decisions because they
require the least cognitive work. When multiple options are immediately available,
as when choosing an alternate airport, choice is involved and additional cognitive
work is usually required 1o select one option from among the set.

Rule-based Decisions

In rule-based decisions, the primary decision is whether circumstances
meet the conditions for a pre-set response. Condition-action rules specify that a
particular action should be taken when a certain stmulus condition exists. Little
reasoning or deciding about the nature of the response s required. Most effort
focuses un whether circumstances fit a specified patten. Two different types of
rule-based decisions can be disunguished. In the first case the response is antici-
pated or already in process and a stimulus condition anises that triggers a decision
to terminate that response. These tend 1o be decisions to reject wake-offs or to go
around on an approach. This type of decision is called a go/no-go decision. In the
second type of rule-based decision, the appropriate response must be generated by
the decision-maker. [t is not already in process but must be generated, evaluated
and implemented. These decisions are referred 10 as recognition-primed decisions
(Klein, 1989, 1993). .

1. Go/no-go decisions. In go/no-go decisions, an action is in progress, a
pattern is recognized that signals danger, and the response 1s pre-set: stop the
action, The cognitive work that must be done is essentially perceptual and in-
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terpretive. The crew must recognize a stimulus configuration as a signal to initiate
the designated **Stop™ response. No choice of respanse type is required. However,
the stimulus conditions that clicit this response may actually be quite diverse. For
example, ASRS reports of rejected take-offs inchude as tnggers explosive engme
failures, cargo door lights, runway traffic, compressor stalls, and overheat lights
(also see Chamberlin, 1991). Likewise, missed upproaches, which consist of a
decision to terminate a descent to landing, were most often triggered by inability to
see the runway at decision height but were also tnggered by traffic (air or ground),
autopilot disengageiment, and unstahle approaches {e.g., off glide slope) . Decisions
of this type involve risk assessment, particularly when ground speed or altitude are
near a decision threshold. Certain conditions, like a wet runway or system malfunc-
tions resulting in poor braking, will complicate the decision and may shift it across
the threshold. Decisions in this category are in general the most time-critical because
of the severe consequences of mistakes. As a result, this is the type of decision that s
most proceduralized. Companies want their crews to act quickly and think as liule
as necessary in these conditions. However, given the need to assess the nsks and
interpret conditions that may be changing rapidly, this type of response must clearly
be defined as a decision.

2. Recognition-primed decisions. 'The second category of rule-based deci-
sions is what Klein (1989, 1993) has called recognition-primed decisions {RPDs).
Like go/no-go decisions, these also involve condition—action pamngs. The crew
first interprets the cue configuration as a particular type and then generates an
appropriate response. The response is not ongoing, as it is m the go/no-go case,
According to Klein's research, ence the situation has been properly assessed,
responses are retricved on the basis of their past success. In airline cockpits,
however, these responses are often prescribed as standard procedures. For exam-
ple, following loss of cabin pressure, the response is to descend to a lower altitude.
Or when the terminal collision avoidance system (TCAS) indicates traffic, the
crew attempts to locate the traffic visually, using their TCAS screen as an aid.
These two cases require rapid responses. Not all responses in this category are as
time-sensitive, but many are. For example, in the case of a fuel leak, the crew
must calculate the fuel remaining, the rate of loss, and how long they can continue
flying; identify the closest appropnate airport; and perhaps declare an emergency.
These tasks must be handled expeditiously, but not in the same time frame as
collision avoidance.

The cognitive work that must be done in recognition-primed decisions
includes situation recognition, response generation, and response evaluntion. Re-
_ sponse evaluation mvolves simulating the eonsequences of taking the candidute
action and determining whether the response will satisfy the crew’s goals. If so, the
action is accepted. I not, another option is generated and evaluated, or the
situation definition 1s reassessed. Risk assessment is involved in the response
evaluation,
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Mudtple-Option Decisions

The next major category of decisions includes those that are made when the
situation is dlearly defined and multiple response options are available or required.
In one case multiple options are present and the pilot must choose one (option
selection decisions). In the other case multiple options are present and all must be
accomplished within a limited time frame (resource management decisions). The
first type are true choices and map most closely onto our everyday notion of
decision-muking. The second type are usually scheduling decisions and involve
resource allocation and management. Buth are cases of knowledge-based reason-
ing (Rasmussen, 1983},

1. Option selection decisions. On occasion the crew must select one option
from among a set of alternatives, meeting certain constraints active in the situa-
tion. Cockpit selection decisions often involve selection of an alternate landing site,
The conditons demanding such a decision may be bad weather at the original
destination or an in-flight problem that requires a diversion, Alternates are pre-
seribed in the fight plan if weather conditions are bad or deteriorating at the
original destination and may be needed in the case of a missed approach. For
discussion purposes, I deal here with weather-induced diversions. The choice
decision process is triggered when the pilot first decides that the onginal destina-
tion muy not be suitable for landing (a no-go decision). The decision to abort the
landing should generate the alternate, a recognition-primed decision. Conse-
guences of going 1o the alternate are considered, and if no reason is found to reject
it, that option will be accepted and the decision 15 done.

However, if situational fuctors prevent a clean decision, conditions such as
bad weather at the alternate or an aircraft system malfunction that creates special
requirements, such as a long, dry runway, emergency or medical equipment,
Category Il instrument landing systems, and so on, then the choice process is
opened up. Malfunctions during flight also may require a search for an appropni-
ate airport. The first step in the choice process is to generate a set of options that
meet a minimum criterion, such as finding airports within fuel range. Usually
weather conditions are considered next. Then the options are evaluased in terms of
specific requirements, such as runway length, approach path, equipment avail-
able, familianity to the crew, or maintenance capability. The actual strategies used
by crews 1o select an alternate vary, but observations to date (Klein, 1993;
Orasanu, 1990) suggest that they do not correspond to a full analytical procedure,
such as a multi-attribute utiity analysis (Edwards & Newman, 1982). A full
unalysis would involve evaluation of each option tn terms of every variable relevant
w0 the decision (e.g., weather, fuel consumption, runway length, airport facilities),
and a mathematical formula would be used to combine all the informaton to yield
the optimal choice. In fact, crews appear to make decisions in the most eco-
nomical way, taking shortcuts in this process. They work toward a suitable
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decision in the shortest time, investing the least possible cognitive work. Uptions
are often eliminated on the basis of one feature, such as weather, and are out of
the running thereafter, unless no suitable alternate can be found and the process
must be reopened. This pruning may leave only one acceptable option, which is
chosen. {This is essentially an chmination by aspects strategy, Tversky, 1972.)
However, if a few candidates are available, usually only two or three, one 1
chosen to match the constraints of the circumstances and the crew’s preferences.
Usually the most safety-cnineal constraint prevails; however, organizutional policy
also plays an important role here. The crew may try to choose an alternate that
has a company maintenance facility or where replacement plunes will be available
for passengers to continue their flight. For example, in an ASRS report, a crew
reported losing a tire during take off. Subsequently, the captain lost his heading
information display and the first officer lost his attitude indicator. These problems
were rectified after level-off and the crew decided to head for a company mainte-
nance facility. However, as they climbed to flight level (FL) 180, cabin pressure
went out of control, and they ultimately decided to retun to their departure
arport.

Decision difficulties arise when goals conflict or when no good choiee is
available. For example, the assigned or most desirable alternate might be satisfac-
tory when the plane takes off, but the weather may deteriorate rapidly and mnay
be below minimums by the time the flight arrives. The second-choice altemate
may have clear weather, but it may be more distant, straining fuel resources. All
options are evaluated in terms of their level of risk, but sometimes no Jow-risk
option is available. Then risk must be played off against what will be gained in
each case, factoring in the erew’s level of confidence that they can follow through
with the choice. In these cases, “what if?”’ reasoning may be needed. The crew
needs to think about what might happen down the hne. They are in a dynamic
state: Their equipment may be changing over time (e.g., a fuel leak or a conse-
quent system problem may develop with some probability), the weather is chang-
ing over time, and their location is changing over time.

Unfortunately, the scientific literature is quite barren with respect to gwid-
ance about how to make decisions under such circumstances. Obviously, many
factors need to be taken into consideration, and the crew need to use all the
knowledge and experience they possess collectively. Centain rules of thumb have
been shown to be elfective in time-pressured complex decision situstions. These
strategies may include elimination by aspects (deseribed above, Tversky, 1972) or
satisficing (Simon, 1935). Satisficing means stopping the search for an option as
soon as the first acceptable option is found (rather than thoroughly evaluating all
options to choose the best). Doing a full analysis of all options in a complex
situation takes considerable time, which often is not available during flight.

2, Resource management. The second type of decision mvolving multiple
options is the scheduling or resource management problemn. These are situations in
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which several time-consuming tasks must be performed during a limited time
frame. Tasks may include diagnosis of a system malfunction using checklists
radio communication with dispaich or ground controllers to evaluate alternates’
and manual efforts, such as lowering gear or flaps. A decision has already beel;
made' that ench of these individual tasks must be done. The issue is how to
coordinate them, that is, how to accomplish them all so that their products are
available when they are needed.

_Tl'le cognitive work that must be done for this type of decision includes
establishing priorities among the various tasks, assessing available resources, both
equipment and human (in the cockpit and on the ground), estimating the ar:lount
of ime available and the amount that will be eonsumed performing the various
tasks, and developing a plan that integrates goals with resources, taking into
account rele.vant constraints, This type of activity is considered decision-making
becuusc? choices are made about what to do, who will do what tasks, and when
they yill be dlone. (i)\flrf:re properly, it should be called a complex of decisions that
consutute a plan. Others call this a scheduli ; ij i
- Adﬂpathy[;, oo, ling task (Moray, Dessouky, Kijowski,

~ Perhaps most critical 1o this type of decision is prionty setting. Certain
actions must be accomplished within the time frame, such as extending the
landing gear. Other tasks may be less cntical. Diagnosing a problem may be
desirable for safety reasons, but fixing the problem during flight may not be
pos:s:blc, so this task may be given lower priority. Plans need to be flexible, Certain
actions may uncover ather difficulties that require attention or may take longer
lhﬂn.expecled. Or air traffic delays may disturb the plan. Plan execution must be
momtqred for progress and revised as necessary to meet changing conditions. If it
looks like everything will not be done in time (e.g., prior to landing), the captain
may need 1o request vectors that will give him more time to complete tasks that
must be done, or less critical tasks may be eliminated altogether.

lil-defined Problems

~ The other two types of decisions hardly look like decisions at all. They
ronsist of ill-defined problemns that may or may not be clarified in the process of
dealing with them. Ill-defined problems are ones resulting from ambiguous cues
that inake it impossible (initiully) to say what the problem is that needs fixing. No
match can be made to the condition side of a condition—action rule to trigg;er a
respunse. Two strategies may be used to cope with this type of situation: mimuge
the situation as though it is an emergency without clearly defining the problem, or
.dmgnuse and define the problem, and then work out a solution. The second t;'pe
15 more f:nmpl(!:( because no prescribed procedures exist for solving the problem.
In addition, because of the ambiguity of the conditions, no single correct or best
solution exists.
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152 Judith M. Oresanu

propriateness of normative critena, process critc'ria might be mr}:ﬁidurml fnslen]d.
That is, decision quality may be judged by _askmg 'how %he decision was n:;u e
Actually, two questions are embedded in this one. The first concerns how dea-
sions are made in dynamic natural environments. The_ s«_:cond concerns how crews
collaborate in making decisions (as opposed to individuals). 1 retum to these
questions in the next section. N o
A stzable literature shows unuided human decusaon-n.lak‘mg in formal labo-
ratory tasks to be nonoptimal and to violate logical principles, compared o
normative siandards (Kahneman, Slovic, & Tversky, 1‘)'82). ln§teacl, peuple tcr.nd
to use heuristic strategies, or mental shortcuts. Optimality requires that all avail-
able information be factored into the decision, but hEI‘ll"lS‘lJCS ignores some infor-
mation. Options are pared down and the problem is simplified to reduce d:i
information-processing load. leunistic strategies yleld- a‘(Jeq’lfute b_u[ not optim.
decisions. In Simon’s {1955) term, people often “satisfice,” settling _l'or the first
choice found to be acceptable. Many people concerned with decision-making
want to stamp out heuristics as defective forms of reasoning. Yet there is ht:le
evidence that they are bad under soine every(!uy reasoning circumnstances. To the
contrary—under time pressure certain heurisuc strategies have been fmm('i‘ to
yield better ourcomes than truncated (and therefore incomplete) full analysis of
optons (Payne et al., 1988). . N ' [
Research grounded in normative decision models tends to ignore ¢ lre emzi
mous power conferred by domain expertise. Research on experuse has UCUb(I,]‘
mainly on problem-solving rather than on def:lsmn.-r‘nakmg per se..Hmyt.w:‘r, the
findings are relevant to the broad set of cockpit dgcusngus described in this ¢ ;ipwf
{Johnson, 1988). Experts differ from novices mainly in the structute and nc mt;;s
of their knowledge bases. They have more complete and accurate I'n(’.l’]lﬂl mod-
els” for the domain which allow them to interpret cues and 10 predict w:lml \Yl']
happen in the future (Johnson-Laird, 1983: Rouse & Murn-s, 1986). !fxpt;’l:bb
may be expected to contribute to cockpit dccusmn-n!qkmg in l!m:e ways (Chi,
Claser & Farr, 1988). First, expert knowledge facilitates .l:apld and accurate
perception and interpretation of problems. Experts can “see prob!ems llll u.:rm‘.s
of their underlying structure, which enables them to frame uppropriate so Ul|"l-|.b;
They can size up situations quickly. This type of.k.nuwlm‘lge Is llﬁc(llﬁd 10 recugnﬂll,l,
the conditions thut trigger go/no-go or RPD deasions. Experts mental inodels of
aircraft systems also contribute to diagnostic simau(‘m assessment, ustzd to (;]M,lfy
ambiguous problems {Cannon-Bowers, S'u]us, & Converse, 199])_.be(:um , Lx—‘
perts have more specilic knowledge in their memory smrello!lses. This knowledge
should include stored condition—action patterns corresponding to go/no-go and
RPD decisions. These patterns are similar to the thousands of patterns L’l.ICSS
masters have in memory (Chase & Simon, 1973). Experts should huve to do little
work to retrieve these stored condition—action rules. Third, expert knovyh:dge
provides a basis for risk nssessinent. Because of their P.xperiencc with alr(:raft
systems and routes over many hundreds or thousands of flight hours, expert pilots

bl o
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can assess the likelihood of various kinds of problems occurring. They can infer
likely causes and project what is likely to happen in the future, given no action or
85 & consequerice of actions they might take. Finally, experts have more problem
“cases’” or stories in memory, based on their own experience or professional lore,
that guide their search for information or sugpest solutions.

It should be painted out that knowledge is not a shield Against errors.
Actually, expert knowledge is the foundation for heuristics, which sometimes
result in poor judgments. (For a thorough treatment of the role of knowledge in
heunstics and biases, see Cohen, 1993a, 1993b). That same knowledge is
responsible for efficient functioning most of the time, but occasionally it leads one
astray. For example, Maher (1991) reports on a flight destined for Lexington,
Kentucky, that actually landed at Frankfort, Kentucky. He attributed this error to
the heunstics of availability and representativeness and suggested that training
should try to eliminate their influence. However, it makes little sense to iry to get
people not to use their knowledge. Instead, it might be more productive to help
people avoid traps by using other kinds of strategies, such as checking, monitor-
mg, and venfying ambiguous information.

Two other points about expertise: First, expert knowledge only confers an
advantage on problems that are meaningful within the expert’s domain. For
example, chess masters show remarkable memory for the location of chess pieces
that represent positions during play (Chase & Simon, 1973). But if those same
pieces are placed randomly on the chessboard, the masters’ recall is o better than
that of novices. The message is clear for decision-making in the cockpit: expertise
may reach its limits on problems that are so low in frequency that they are
unfamiliar 1o the crew, and new sysiems that violate long-term pilots’ mental
models may interfere with effective decision-making nvolving malfunctions in
those systems. Evidence supporting these predictions is found in McKinney
(1992), who reported that expertise conferred no advantage to Air Force pilots
making decisions about unique system malfunctions; it did lead to better decisions
in more routine cases. A second implication from the expertise literature is that
pilots who are relative novices o the plane, company, or routes will probably net
be as efticient or effective as more experienced pilots in assessing situations,

making quick condition—action decisions, predicting luture events, or selecting

decision-relevant infurmation. Vast amounts of experience are necessary 1o get to
the point.

HOW DOES CREW DECISION-MAKING DIFFER FROM
INDIVIDUAL DECISION-MAKING? »

So far the discussion has been about decision-making in the cockpit,
without specific reference to who is making the decision. Cockpit decision-making
is defined as a team task, yet it is the captain who has ultimate responsibility for
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decisions that are made. The crew provides input from a vanety of information
sources: personal experience, aircralt systems, weather, air traffic control (ATC),
and dispatch. The presence of multiple eyes, ears, heads, and hands would lcad
one to expect crews to make better decisions than individuals. Additional cogniuve
resources can monitor changing conditions more carefully, back each other up,
assess the situation, provide alternate perspectives, reduce workloud, generate
options, suggest strategies, and idenufy obstacles. Yet research on group problem-
solving and decision-making indicates that groups often do worse than individuals
solving the same problems (Orasanu & Salas, 1993). Individuals do as well as
groups on tasks for which there is a right or best answer, or those for which an
effective strategy will lead to a good answer, However, teams do better in situa-
tions like the cockpit, where the solution depends on contributions from multiple
sources and where coordination is required (Mullen & Goethals, 1987).

Even when the task is one that depends on team effort, there are many
ways in which a team can perform in a less than ideal manner. Factors that
detract from team efforts are either process failures or performance [ailures.
Process failures (Steiner, 1972) are those stemming from the teanr’s interpersonal
processes: the intellectual and communicative processes by which members pool
and assemble their resources, allocate responsibilities, and evaluate each other’s
contributions. A number of process failures stem frotn failure to question assump-
tions: Crew members assume they know each others’ goals, or one person thinks
he or she is the only one who sees the situation differently from others. A second
process failure is based on shared misconceptions: Shared experience leads the
crew to see a situation similarly, but incorrectly, and they have greater confidence
in that wrong view because of their numbers. Third, a lack of cohesion may
interfere with a crew’s performance: Interpersonal condlict may lead to a refusal t
cooperate. In a related vein is “‘social loafing”: A crew member may abdicate
responsibility because he or she thinks someone else will take care of the problem.
Finally, some research suggests that groups make riskier decisions than indi-
viduals, perhaps because of dilution of responsibility, but this depends on the
nature of the tasks (Davis & Stasson, 1988). Unfortunately, little experinental
research exists on decision-making by teams of professionals like cockpit crews, so
many of the findings reported here are based on work with ad hoc groups of
college students performing laboratory tasks (Druckman & Bjork, 1991).

Performance failures are due to problems in accomplishing the task rather
than to interpersonal process factors. These include interruptions from other tasks
{e.g., ATC calls that must be answered); failure to communicate cnitical informa-
tion in a timely manner (e.g., reporting on actions taken or sharing of information
obtained); failure to complete critical tasks in time, usually due to poor task
prionitization (e.g., computing landing weight or fuel consumption}; and ambigu-
ous goals or task assignments (not enough information is provided by the captain
to enable each crew member to carry out the assigned task) (Lecdom, 1991).

A s R e o aka

5 Decision-making in the Cockpit 155

A t.hinl fuctor that pertains to individuals rather than the crew as a whole
but that is important in determining the decisions that may be made in eritical
arcumstances, 1s hazardous attitudes (Diehl, 1991; FAA, 1991). These include:
antiauthority (Don’t tell me what to do), impulsivity (1 must do something now).
macho (.I can do anything), invulnerability (Nothing will happen to me) anci
resigration (What’s the use of trying?). Diehl (1991) has prescribed antidot;a for
each of these and reports reductions in accident rates as a result of training to
overcome these atutudes in military and general aviation environments.

Al three factors can contribute to poor decisions because they interfere with
domg.the work needed to muke a good decision. In addition, hazardous attitudes
may increase the amount of risk that crews will accept. The critical question
remaining, however, 15 what features contnibute to effective crew decision-mak-
ing? This question is addressed in the next section.

WHAT CONTRIBUTES TO EFFECTIVE CREW
DECISION-MAKING? »

~ Given that the issue of defining good cockpit decisions was bypassed in an
earlier section, the question of what contributes to effective crew decision-making
may seem somewhat strange. The earlier discussion concluded with the suggestion
that decision-making may be evaluated in terms of its contribution to overall task
performance, that is, safety, effectiveness, and efficiency. Furthermore, attention
should be paid to the process by which a erew reaches its decisions. Considerable
data exist on crew performance in high-fidelity full-mission simulations (eg.
05ng McCallum, Salas, & Morgan, 1989), and several studies have examine(;
decision-making in those contexts. Relations have been identified between features
o‘f crew processes and overall levels of crew performance (Kanki, Lozito, &
Foushee, 1989; Murphy & Awe, 1985; Orasanu & Fischer, 1991; Stout C’an-
non-Bowers, Salas, & Morgan, 1990). While these findings are all correla‘tional
lhe:y at least provide a basis for describing decision-relevant behaviors charac:
tenstic of crews that perform more or less effectively in simulated flight. Causal
models have not et been validated.

Four aspects of crew behavior that support cockpit decision-making h
been identified (Orasanu, 1990). They are ass;iated \\'r)ilh effective crew gerf':):f
mance, where performance is judged by operational errors (mainly violations of
s%undard procedures and aircraft control problems such as altitude deviations),
These features pertain 1o the crew as a Whole, rather than to individual crew
members. Effective crews are characterized by the following features, which will
lfe deseribed in some detail: good situation awareness, high levels of metacogni-
tion, shared mental models based on explicit communication, and efficient re-
source management.
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Situation Awareness

Situation awareness involves interpreting situational cues to recognize that a
problem exists which may require a decision or action. Crews must go beyond
merely noticing the presence of cues; they must appreciate their significance.
Doing so successfully depends on knowledge and experience m similar sitwations.
For example, recorded weather information at airpons is available to all pilots,
Hearing that there is less than a 5° spread between temperature and dew point
means that fog is likely, although there may be no mentiun of fog in the report. An
alert pilot will recognize this potential problem for landing and seek further
information.

Recognizing and defining the nature of a problem encountered in a dynam-
ic environment such as flying is the first and perhaps most cntical step in making
an effective and safe decision. The significance of situation awareness is clear i
Freeman & Simmon’s (1991) analysis of 244 in-flight incidents reported to a
major carrier. Of that entire set of incidents, 143 of them (or 59%) were classified
cither as problems in perceiving that a problem existed (n = 81) orin recogmzing
the significance of the cues for the safety of the flight (r = 62). H a crew does not
realize they have a problem, they surely are not going to begin trying to solve it.
Unfortunately, problems have a way of evolving, and by the time less sensitive
crews are aware that a problem exists, the situation may be much more risky.

Sometimes cues are subtle and do not signify a problem at the moment, but
forewarn that conditions may deteriorate in the future. For example, turbulence
en route may remind a crew that a weather front is moving in to their destination.
They may begin to consider the possibility of a missed approach or diversion if
weather drops below minimums. Situation awareness allows crews to plan ahead
and prepare for contingencies, which is an element under the next component.

Metacognition

Metacognition is a word from the research world that means, literally,
thinking about thinking. It refers to reflection on and regulation of one’s own
thinking (Brown, Armbruster, & Baker, 1986: Flavell, 1981; Gamer, 1987). In
the cockpit, where thinking is a collective activity, metacognition involves defining
the problem and working out a plan o solve it, determuning that a decision must
be made, and deciding what information and resources are needed and what are
available. As used here, metacognition refers broadly to a reflective executive
function, as opposed to a narrower definition sometimes adopted in the decision
literature which focuses on degree of confidence in one’s judgments (Evans,
1989).
A metacognitive framework was used by Orasanu (1990) to analyze crews
that differed in their overall performance in a full-mission simulated flight at
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NASAT—Amcs Research Center (Foushee, Lauber, Baetge, & Acomb, 1986
A‘m.tlysns_nf crew communication showed that higher and lm’ver )erformi’ ;
lllﬂ(.‘r.(‘:d in their levels of metacognitive activities when faced \villll n-li ]':8;"3“’8
malities. All crews (llying a simulated B-737) encountered turbulence gnl oute o
Ih'esr destination. (See Figure 5.2 for a schematic of the scenario ) H I:“"'ﬁ"o
winds made the landing illegal, so a missed approach was required i)urilg ‘l:'m&;-
out one of lh'e hydraulic systems failed, which increased worklm;d an(?g lel‘-
cated the choice of an alternate. The hydraulic failure meant that brakin ? power
would be reduced, and gear and flaps would need to be lowered mgnpoa‘;;er
Because the gear could not be retracted once loweredd, a second go-around s o
ldeeurable. None of these problems in itselfl was difficult, but their co ‘;’;‘5 e
mcreasgd the \}'orkload substantially and seemed to increa;e the difficul ; I:ll‘;l(:g?
thg c_hfnce- decision (the alternate landing site) and the schedulin deci;'y n sk
pnonnﬁltmn |a_afnd resource management) for some of the crews ’ on (e
_ More elfective crews paid attention early on to
possibility of a missed approach. They reviewe)((i the apt[}::m::lrlb :Il::;e :l:il:zddm
see whether Categow I instrument landing equipment was availabl; and rlto
::Ej' u;dt(;]onadered P(:;isible alternates. They also checked weather fmqueml:c;nc-l
1zed the cross-wind problem before going down to decisi i i
the missed approach and hydraulic fajfl-’ure,g more effectiv: ‘::ei‘:,"s‘g:ﬁ-:;[::k’t:(;“g
conservative strategy: They requested a holding pattern to buy time whilr:e th "
collected information about weather at possible alternates, checked on o
lengths ﬂl.ld up'pruuches, and calculated fuel availability. \i’ hen l()\\r-ermm“Wﬂy
made their r‘:hmce of an alternate, they used more safety-relevant informar.irocmf‘:lsl
these behaviors can be considered evidence of metacognition. The crews reﬂl;ted
on what they were trying to do, how they could do it, what ndditional inf, i
they m;;ded, and what the likely results might be. Hemaon
_ Several recent studies of cockpit crews su ’
stons concerming the role of m(swcugxf;live pmca:::[smu:[ e(f:'ein‘stil:::::ri\(vi 993.)“::““]“'
;l;lje_ importance of planning to overall mission effectiveness was demp(fnstrat:; (l?
epitone, King, & Murphy (1988), who found fewer operational errors amony
;?)l:'w(] tI;ut made more 'mmingcncy plans. Also supporting the importance of E
e":ztiv;; t:‘r:‘l .“:Zs;f:;,:g;;:& M[cCoy,. La;'mn,k& Bihari (1992) finding that more
g  Crews e 5 strategies that kept ope ' i :
replanning problens. A second miuwgnitive !f)aclo}::; gﬁg‘ti:ilt];[:;sil:?o;g:gm
:.lec:icd to soIVf: a pmbit:m: Cohen (1992) found that more expenienced ('apmli(::
aced with a flight replanning 1ask puid nore attention to recommendations f
dlspat(-hexs thun did less experienced captains. While this finding might bemm
plained on the basis of the senior captains’ greater organizationa% inlf ratio e""
quuld u'lso reflect their greater appreciation of the value of this source ofg inf e
ton. Dispatchers have a broad view of the entire system, both wcatht;r and to ""“‘iﬂ'
and can provide more optimal suggestions. 5 e
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Figure 5.2  Overview of the simulation scennrio. WX, weather; X-wind, cross-wind.

(Originally from Foushee, Lauber, Bucige, & Acomb, 1980.)

Shared Mental Models

When a crew encounters a problem in flight, two kinds of shared knowl-
edge muy contribute to effective solution: shared background knowledge and
shared problem models. Shared background knowledge refers to the knowledge
the crews bring with them to the cockpit based on common training and expen-
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ence: knowledge of aircraft systems, standard procedures, regulations, company
policy, and erewmember roles and responsibilities (chapters by Ginnett and
Hackman; Cannon-Bowers et al., 1990). This kind of shared knowledge allows
the crew to function efficiently in routine situations because it allows them to
anticipate events and each others’ actions. Hutchins & Klausen (1991) have
shown how shared knowledge allows one crew member to interpret ambiguous
gestures, facial expressions, and utterances of the other crew member while
making a change in heading. When a flight is uneventful, little communication is
required beyond the standard monitoring, callouts, and sharing of weather and
clearance information obtained over the radio to assure crew coordination. All
crew members play their assigned roles in synchrony, like a string quartet {(cf.
Hackman, 1987).

However, when a problem arises, especially one that is ambiguous and
cannot be solved *‘by the book,” or when multiple problems co-occur, then
the crew needs to get organized. Communication is needed to assure that each
crew member understands basic information ubout the situation: what the pro-
blem is, what the plan is for solving it, who does what. In this case, the crew
teeds to create a shared problem model. This model uses shared background
knowledge but is specific to the immediate problem and its solution. A shared pro-
blem meodel is necessary to assure that all crew members are solving the same
problem and have the same understanding of priorities, urgency, cue sig-
nificance, what o watch out for, who does what, and when to perform certain
activities.

Note that each participant can have his or her own understanding of the
situation and plan for coping with it. The captain can give commands and the
crew members can carry out their jobs. But without shared understanding of the
overall goal, there is no guarantee that all crew members will be working toward
the same ends. Obviously, the degree of communication required depends on how
familiur the problem is to the crew and how complex it is. The greatest amount of
communication is required in ill-defined or non-routine problems. For routine
probleins, crews may show implicit coordination and little evert discussion of what
0 do (Kleinman & Serfaty, 1989).

Shared problem models are created through communication—all crew
members may contribute to them, depending on who has relevant information,
Certain types of utternnces contribute specifically to building shared problem
models and working out sulutions. These utterances are distinet from standard
cockpit talk requiced to lly the plane, numely, call-outs, check lists, system moni-
toring, ground communication, and associated acknowledgements and replics,
but are clearly built on these. This distinct type of talk enables the crew to get
orgamized when a problem is encountered.

Model-building utterunces perform the following functions: recognize and
define the problem, state goals, state or suggest plans or strategies, offer explana-
tions, and predict outcomes. Other utterances are more action-oriented but still
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augment the problem model by making explicit what is to be dune and who is to
do it. These include specilic task assignments and comunands. Orasanu & Fischer
(1991, 1992} analyzed the performance of 2-member (B-737) and 3-member
(B-727) crews in full mission simulations at NASA—Ames Rescarch Center. Both
simulations used the same complex scenario described earlier (weather-induced
missed approach followed by a hydraulic system failure). (For full descriptions of
the original studhies, see Chidester, Kanki, Fousher, Dickinson, & Bowles, 1990,
and Foushee et al.. 1986).

The Orasanu & Fischer (1992) analysis showed that crews talked more
overall during the abnormal phase than in the normal phase of the flight, as would
be expected. However, the increase in their talk was concentrated In certuin
categories. Both captains and first officers stated more goals and plans/ strategies
during the abniormal phase and made more explicit task assignments. These
data support the notion that crews in fact respond to the exigencies of the situation
and organize themselves to cope. Moreover, Orasanu & Fischer (1992) found
that captains of higher performing crews (those who made fewer procedural or
aircraft handling errors) were nore explicit in their problem-related wlk than
were captains of lower performing crews. They stated more plans or strategies
and made more explicit task assignments. This study showed that the captains
set the tone and contributed disproportionately to creating the shared model.
They created the context that allowed other erewmemnbers to participate. Ths
pattern is confirmed by an analysis by Murphy & Awe (1985), who found that
the quality of decision-making in 16 air transport crews (in simuluted flight)
was a function of the decision efficiency and the quality of the captain’s com-
munication. The decision efficiency measure reflected the degree to which the
problem was clearly defined and refevant information was obtained. In tum,
decision efficiency was predicted by quality of decision communication, command
reversal, and crew coordination. Command reversal refers to the first officer tak-
ing over the captain’s usual duties; it was negatively related to decision efficiency,
meaning that when the captain was clearly in command, decision-making was
more efficient.3

What these findings suggest is that shared problem models serve us organ-
izing frameworks within which crews solve problems and inake decisions. By
articulating goals, plans, and strategies, effective captains create a context for
interpreting their commands, ohservations, and information requests. The shared
model enables other crewmembers to make suggestions, to offer infonnation
useful for solving the problem, and to coordinate their actions. Good crews also

. use resources outside the cockpit, such as ground controllers and company dis-

patchers, who can provide assistance.

IThis finding should not be taken to mean that first officers should not take responsibility for
managing a situation in the cockpit if conditions warrant it. Sometimes comunand reversal is the hest
way for 8 crew to manage a situation.
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Resource Management

Resug:rce management is itself a type of decision-making, but it also bears
on the quality of other decisions that must be made during the critical time period
C‘n'aws that manage their resources well reduce the demands on their own oog-
mitive resources, especially during high-workload phases of flight, frecing them to
deal with other complex decision requirements. Resource management involves
the management of information, cognitive work, communication, and actions that
must be accomplished within a fixed time or event window. Effective resource
management requires an understanding of what must be done, what resources are
avall‘ai.)le, the ume required to carry out various tasks, and the cognitive and non-
cogntive demsands of varivus events. In addition and most important, the captain
must clearly understand the relative priorities associated with each task and use
this information to schedule tasks and assign crewmembers responsibility for
accomplishing them. Well-managed crews look as if they are guided by an overall
plgn that matches resources to goals, and everything fits in. All tasks are accom-
plished in a well-coordinated manner. Poorly managed crews are constantly
plf:)’(l;lg catch-up and appear poorly coordinated. Often important tasks do not
get done.

What accounts for these differences between more and less well managed
crews? F irst, it appears that captains with good metacogmitive skills have a better
mfera[l picture of their strengths and weaknesses and potential problems. Armed
with this information, they develop overall time and resource management strat-
egies designed 1o give themselves clear thinking time and flexibility. They either
use !ow-workload periods to do contingency planning, or explicitly structure tasks
to give themselves time to work on problems. Strikingly different overall strategies
appear to be optimal depending on crew size, and thus the total cognitive re-
sources available (Orasanu, 1990; Orasanu & Fischer, 1992). In two-member
( B-737) crews, more effective captains used low-workload periods to prepare for
possible high-workload periods. Specifically, with bad weather at their destina-
tion, they reviewed approach plates early and often, included missed approach
gmdancf.:, and considered the possibility of needing an altemate. When workload
be('ume‘mtcnsc, these captains talked very little. They stated their goals and plans
and assigned the first officer to work on the system malfunction, while they (the
captains) flew the plane. Those captains gave few commands dunng the high-
worklua.d period. Instead, they spelled out overull priorities and sequences for
(:lmnplelmg various tasks. They created a shared problem model within which the
first (.)fﬁﬁcr could work out details of how to get the tasks done. In contrast
captains in lower performing crews gave many cominands during the high:
workload phase but provided no overall plan or strategy for getting the work

done. Coordination of these crews was very disjointed; first officers seemed 1o have
trouble completing one task before they were called on to do another.
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In three-member crews, a very differcnt resource manngement strategy wes
associated with effective crew performance. More effective captains nssigned (lying
the plane to the first officer while they, the capiains, worked on the svstem
malfunction probleni and decision about an alternate with the second officer.
These captains” rate of talk, including goals, plans. commands, and explicit task
assignment, went up significantly durng the abnormal ar high-workload phase.
Less effective captains of three-member crews flew the plane themselves and
assigned the task of working ot the problems to the first and second officers. Bu
those captains still tried to manage the problem-solving activities. It appears that
managing problem-solving and complex decision-making while flying a plane is
chfficult to do. So we see very different patterns associated with effective perfor-
mance depending on the crew resources available,

Further support for the importance of good resource management to overall
flight performance comes from research by Wickens & Raby (1991), who cxam-
ined performance of single pilots flying low-fidelity simulators. They found that
high performers (defined by low frequency of errors such as altitude deviations)
carried out eritical tasks (e.g., landing gear and flaps) earlier than low performers
and scheduled other “must do™ tasks at more optimal times. Clearly, the better
performers showed greater sensitivity to timing and better planning. Presumiably,
their effective task management contributed to their high performance,

Unfortunately, life sometimes presents challenges for which no specific
training or planning can prepare one. Such a case was the loss of all hydraulic
systems at 33,000 feet in United Airlines flight 232 (NTSB, 1990), referred to
earlier. The captain’s management of that crew and the level of crew coordination
(including groumd personnel) contributed to saving lives that surely wounld have
been lost otherwise. Predmore (1991) analyzed the tapes of the last 32 minutes of
that flight. His analysis showed that during the high-workload period afier the
fnilure, the captain used his crew resources in an efficient manner. A check airman
happened to be a passenger on the flight and was meruited to assist in situation
assessment by visually inspecting the nature of the damage. Then he was used to
manipulate the throttles (once the crew discovered they could control the plane
somewhat using that mechanism). That left the captain free to manage the
situation, which he did with the aid of ground controllers and the company
dispatcher. Through romposure, good crew coordination and communication,
and a heavy dose of luck, that plane was brought to earth, though not without
some loss of life.

How do the four components | have described contribute to decision-
making? Situation assessment is neressary for recognizing that a decision must be
made or an action must be taken. Metacognition is involved in determining an
overall plan and the information needed 10 make the decision, Shared situation
models are néeded to exploit the cognitive capabilities of the entire crew. Shared
models also assure that all participants are solving the same problem. And re-
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source management assures that time, information, and mental resources will be
available when they are needed.

CAN WE TRAIN CREWS TO MAKE BETTER
DECISIONS? »

If we want to improve performance by cockpit crews, should we focus
training efforts on helping them to be more rtional decision-makers? ‘Or should
we (rnin them to interpret cues, be metacognitive, make plans, build shared
problem models, and manage their resources? Recent research findings suggest
that the latter might be more productive. Evidence is accumulating on the Iarlf of
success of “debiasing” efforts (Fischhoff, 1982) and efforts to improve statistical
reasoning (Cheng, Holyoak, Nishett, & Oliver, 1986).4 On the nthel: hﬂ!'ld,
positive evidence is aceniing on training in perceptual skills needed for situation
assessment (Getty, Pickett, IVOrsi, & Swets, 1988), on metacognitive skflls ‘
(Nickerson, Perkins, & Smith, 1985), and on crew resource managemernit s!cllls
(Chidester, 1987; Helmreich, 1987, Helmreich, Chidester, Foushee, Gregorich,
& Wilhelm, 1989, Helmreich & Wilhelm, 1991). . .

At this point in rescarch history, no basis exists for believing that it s
possible to develop training techniques to improve all-purpose dt.ammon-.makmg
skills. The prohlem is that different component skills are involved in the six types
of decisions described eatlier in this chapter. Efforts at training general-purpose
cognitive skills have notoriously met with failure (Bransford, Arbitman-Smith,
Stein, & Vye, 1985; Stemberg, 1985, 1986). Conclusions from a large body of
research show that cognitive skills are specific to the domain in which they are to
he practiced. Strategics are leamed most effectively m conjunction with' the do-
main-specific content (Glaser & Bassok, 1989). _

Consider the six decision types discussed earlier. The cognitive work re-
quired by each type demands different types of training. Follo.v«-ring is a sketch of
what organizations might want to teach for each type of decision.

1. Go/no-go decisions. Since these decisions usually must be m‘ade under
severe time pressure and involve considerable risk, the amount of thinking s}_l(')lJ'ld
be minimal. Essentially, crews must he taught to recognize tht.'. sets of conda.uons
that trigger the response, Stop what you are doing! (usually taking off or landing).
The other necessary element is risk assessment, especially when qumcms are bor-
derline. Training should focus on developing perceptual patterns in memory that

4Dehiasing” efforta attempt to help peaple use all available informat?on yhidl lhev might
otherwise ignore, resulting in biaserl judgments. For example, prople tend to give hittle wﬂgl'!( to the
base rate frequency of ceriain outcomes or events (e.g., the rate at which certain systems fail in the
cockpit) (Kehneman & Tversky, 1982).
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constitute the conditions for aborting an action. Such training should be conducted
under realistic time pressure and should mchude cases that are borderline or have
additional contingencies that require more complex nisk assessment.

2. Recognition-primed decisions. As with go/ne-go decisions, crews must
be trained to recognize situational patterns that serve as input to condition—action
rules. But in this ease they must also learn the response side of the rule and its link
1o the condition. For example, if a rapid depressurization occurs, the crew must
know to descend immediately to a lower aktitude. Evaluation skills also must be
trained: The crew must ask, What will happen if [ tnke this action? What will
happen if we do not take this action? Is there a reason not to ake this action?

3. Response selection decésions. When a single option must be selected from
a set, crews must recognize multiple options and evaloate them in terms of how
well they satsfy the goals and meet constraints. Often they must consider trade-
offs among competing goals which are satisfied by different options. A traditional
decision-analytic approuch would be to train crews to perform a multi-atnbute
utility analysis. However, this is a very costly procedure in terms of tme and
resources. A more efficient approach might be to train crews to use “satisficing”
(Simon, 1955) or other heunstic strategy that yields a satisfactory, though not
optimal, solution. Two heuristic strategies that may be appropriate in certamn
environments are elimination-by-aspects (Tversky, 1972) or dommance-struc-
turing (Mongomery, 1989, 1993). In the former, options are elimmated if they
fas) on one criterion (e.g., weather or runway length) und are not evaluated on
other criteria. In the ideal situation, only one acceptable option remains. Domi-
nance-structuring proceeds in the opposite direction. Evidence supporting various
options is reevaluated to support a single choice.

. 4. Resource management decisions. The relative prionities of various tasks,
especinlly critical ones, must be part of the basic knowledge of all crewmembers.
Skills that enter into this type of decision include estimation of the time required to
complete various tasks, knowledge about the interdependencies among tasks, and
scheduling strategies. An important strategy for captains appears to be structuring
activities to free up time for thinking. When problems are ambiguous, requinng
diagnosis or creative problem-solving, captains may manuge best by off-loading
some of their own tasks, like flying the plane, to other crew members.

5. Non-diagnostic procedural decisivns, ‘This is the least clearly defined
type of decision. It involves a cue pattern that falls into a category with no
prescribed response. The nature of the problem is unclear. Many different types of
ambiguous cues (e.g., loud noise from air rushing in the cockpit, strunge vibra-
tions, smells) may signal dangerous conditions. The prescribed response for many
of these cuses would be to land as soon as possible {essentially u procedurud
sohation). This type of decision may be a variant of the RPD category, but with n
non-specific condition side. Training for these cases would involve mainly situa-
tion assessment and risk assessment. Cues that signal possible emergencies need to
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be distinguished from those that are troublesome but not severe enough to precipi-
tate an emergency landing. Knowledge of the specific aircraft type and its systems
would be most useful in this case.

6. Problem-solving. These tasks are the most complex, because they in-
v.nlve both diagnusis to determine the nature of the situation an:l response g::era-
tion. Once the nature of the problem has been determined, there are no recom-
mended solutions “in the book.” Crews must determine what their goals are
develop & plan and candidate strategies, and evaluate the strategies and planne(i
actions based on projections of outcomes. General reasoning strategies such as
means—ends analysis may be appropriate for very unfamiliar problems. Alier-
nmwe_rly, the crew may ury to think of similar or related cases in their own
experience or m aviation lore. Case-based reasoning using analogies can offer
SUgEestions fpr proceeding when lide specific knowledge 15 available (Kolodner.
1987). S_olutmns that worked in the past are evaluated by imagining their cnnse:
quences in the present situation. Traiing for case-based reasoning involves pre-
senting many examples of other people’s experiences, as is currently done in many
CRM courses. Videotaped reenactments of in-flight emergencies are used to illus-
trate how thase crews coped with the problem. “Hangar flying” provides an

mformal means for crews 10 share experiences that may help each other cope with
unexpected events,

The above recommendations are based on the structure of the specific types
0!' decision presented by the environment. Different situations demand different
kinds of strategies. However, training suggestions also derive from the analysis of
factors contributing to effective crew performance. These suggestions cut across all
types of problems but may be more signilicant for one type than others.

The first step in all decisions is situation assessment. Both rapid pattern
recognition and diagnostic skills are nceded. Crew recognition of danger cues
shou!d be automatic. Crews also need training to pay attention to ambiguous or
WorTisome cues. Diagnostic skills may be needed to figure out what the situation is
befu.r(-, a decision can be attempted. For example, split flap and asyminetrical flap
anbguratmns impose different landing requircinents in a B-727. Considerable
diugnostic effort may he required o distinguish between them. This is an example
of & rare occurrence but one that crews must master.

A second gencral skill that is a component of all decisions is risk assessment.
Often salety is pitted against other goals such as suving fuel or geting the
passengers to their destinations on time. Organizational policy plays a critical role
i these trade-offs and should be explicitly acknowledged when goals may con-
flict. Organizations and crews must recognize that some level of risk always exists
and l.hatl there are always trade-offs. Both explicit policy guidance from the
orgamzation and reinforced practice by the crew are necded so that crews will be
able to achieve solutions that optimize safety and other goals. Training should also
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